KROSS–SAMI: a direct IFS comparison of the Tully–Fisher relation across 8 Gyr since $z \approx 1$
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ABSTRACT
We construct Tully–Fisher relations (TFRs), from large samples of galaxies with spatially resolved Hα emission maps from the K-band Multi-Object Spectrograph (KMOS) Redshift One Spectroscopic Survey (KROSS) at $z \approx 1$. We compare these to data from the Sydney-Australian-Astronomical-Observatory Multi-object Integral-Field Spectrograph (SAMI) Galaxy Survey at $z \approx 0$. We stringently match the data quality of the latter to the former, and apply identical analysis methods and sub-sample selection criteria to both to conduct a direct comparison of the absolute K-band magnitude and stellar mass TFRs at $z \approx 1$ and 0. We find that matching the quality of the SAMI data to that of KROSS results in TFRs that differ significantly in slope, zero-point, and (sometimes) scatter in comparison to the corresponding original SAMI relations. These differences are in every case as large as or larger than the differences between the KROSS $z \approx 1$ and matched SAMI $z \approx 0$ relations. Accounting for these differences, we compare the TFRs at $z \approx 1$ and 0. For disc-like, star-forming galaxies we find no significant difference in the TFR zero-points between the two epochs. This suggests the growth of stellar mass and dark matter in these types of galaxies is intimately linked over this $\approx 8$ Gyr period.

Key words: galaxies: evolution – galaxies: general – galaxies: kinematics and dynamics – galaxies: star formation.

1 INTRODUCTION
The Tully–Fisher relation (TFR; Tully & Fisher 1977) describes the correlation between a galaxy’s rotation speed and its luminosity. The relation demonstrates an underlying link between the stellar mass of galaxies and their total masses (including both baryonic and dark matter). The relation may be derived from the simple assumption of spherical, circular motion, and states that the total luminosity of the system is a function of the galaxy luminosity ($L$), its rotation velocity ($v$), mass surface density ($\Sigma$), and total mass-to-light ratio ($M/L$) such that $L \propto v^4/(\Sigma M/L)$. The relation is therefore a useful tool to measure the relative difference in the mass-to-light ratios and surface densities of different populations of galaxies, given a measure of their rotation and luminosity. Over time the TFR has become an effective tool in this regard.

The TFR in the local Universe is well studied (e.g. Tully & Pierce 2000; Bell & de Jong 2001; Masters, Springob & Huchra 2008; Lagattuta et al. 2013). Recent works have studied the TFR at much higher redshift, with a particular focus on the epoch of peak cosmic star formation rate density, $z \approx 1–3$ (e.g. Lilly et al. 1996; Madau et al. 1996; Hopkins & Beacom 2006; Sobral et al. 2013a; Madau & Dickinson 2014). At these redshifts, typical star-forming galaxies are found to be much more turbulent than those in the local Universe, with an average ratio of intrinsic rotation velocity-to-intrinsic (gas) velocity dispersion $v/\sigma \approx 2–3$ (e.g. Stott et al. 2016; Johnson et al. 2018) – lower than late-type disc galaxies at $z \approx 0$ ($v/\sigma \sim 5–20$; Epinat et al. 2010). At this epoch, the extent to which star-forming
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galaxies obey the assumption of circular motion required for the TFR to hold strictly true varies on an individual basis from system to system. The observed slope, zero-point, and scatter of the TFR in this regime are thus indicators of the M/L and Σ of galaxies, but also of the relative dominance of rotational motions in their dynamics.

Approximately 50 per cent of the stellar mass in the Universe was already assembled by $z \approx 1$ (e.g. Pérez-González et al. 2008), with massive galaxies at $z \approx 1$–3 prolifically star forming in comparison to those in the present day (Smit et al. 2012). This epoch is one of the key periods in galaxy evolution, and is likely a time in which many key properties of galaxies were defined. It is therefore vital to compare the stellar mass, gas, and dark matter content in galaxies at this epoch to those in the present day, and to determine whether this is easily reconciled with the evolving global star formation rate density over the intervening $\approx 8$ Gyr. The TFR provides a simple tool with which to do this.

Thus far, TFR studies that employ slit spectroscopy to measure galaxy kinematics suggest little-to-no evolution in the relation between $z \approx 1$ and 0 (e.g. Conselice, Blackburne & Papovich 2005; Kassin et al. 2007; Miller et al. 2011, 2012). Some integral field spectroscopy (IFS) studies also report no change to the TFR over the same period (e.g. Flores et al. 2006). However, the majority report the opposite, tending to measure significant differences between the TFR zero-point at high redshift and the zero-point at $z \approx 0$ (e.g. Puech et al. 2008; Cresci et al. 2009; Gnerucci et al. 2011; Tiley et al. 2016a; Uhler et al. 2017) that suggest that, at fixed rotation velocity, galaxies had less stellar mass in the past than in the present day.

These studies and many others (e.g. Maiolino et al. 2008; Förster Schreiber et al. 2009; Mannucci et al. 2009; Contini et al. 2012; Swinbank et al. 2012; Sobral et al. 2013b) fail to reach a robust consensus on whether the TFR has significantly changed over cosmic time, particularly during the period between $z \approx 1$ and 0. Recently, Turner et al. (2017) showed that many of these discrepancies can be accounted for by controlling for different sample selections used in each study. However, this study relied on compiling catalogues of values from the literature and was unable to fully account for the different data quality and analyses methods used throughout the studies. Given the implications that any measured evolution would have for galaxy evolution, there is a clear need for a systematic study of the TFR between $z \approx 1$ and 0.

In Tiley et al. (2016a), we constructed TFRs for $\sim 600$ galaxies with resolved dynamics from the K-band Multi-Object Spectrograph (KMOS) Redshift One Spectroscopic Survey (KROSS; Stott et al. 2016; Harrison et al. 2017). For ‘strictly’ rotation-dominated KROSS galaxies ($V_{\text{rot}}/\sigma > 3$ where $V_{\text{rot}}$ is the rotation velocity of the galaxy at a radius equal to the semimajor axis of the ellipse containing 80 per cent of the galaxy Hz flux), we found no evolution of the absolute K-band ($M_K$) TFR zero-point, but a significant evolution of the stellar mass ($M_* \approx 1$ to 0). Assuming a constant surface mass density, this implies a reduction, by a factor of $\approx 2.6$, of the dynamical mass-to-stellar mass ratio for this type of galaxy over the last $\approx 8$ Gyr, and it suggests substantial stellar mass growth in galaxies since the epoch of peak star formation.

In this work, we aim to improve on our previous analysis by obtaining a measure of the evolution of the TFR between $z \approx 1$ and 0 that is unaffected by potential biases that may arise as a result of differences in the sample selection, analysis methods, and data quality between TFR studies at different epochs. Our goal is thus to construct TFRs at both $z \approx 1$ and 0 using the same methodol-
All KROSS observations were carried out with KMOS on UT1 of the Very Large Telescope, Cerro Paranal, Chile. The core KROSS observations were undertaken during ESO observing periods P92–P95 (with programme IDs 092.B-0538, 093.B-0106, 094.B-0061, and 095.B-0035). The full sample also includes science verification data (60.A-9460; Sobral et al. 2013b; Stott et al. 2014). KMOS consists of 24 individual IFUs, each with a 2.8 arcsec × 2.8 arcsec field of view, deployable in a 7 arcmin diameter circular field-of-view. The resolving power of KMOS in the $YJ$ band ranges from $R \approx 3000$ to 4000. The median seeing in the $YJ$ band for KROSS observations was 0.7 arcsec. Reduced KMOS data result in a ‘standard’ data cube for each target with $14 \times 14 0.2$ arcsec square spaxels. Each of these cubes is then resampled on to a spaxel scale of 0.1 arcsec before analysis.

A careful re-analysis of the KROSS sample by Harrison et al. (2017) that combines the extraction of weak continuum emission from the KROSS data cube with newly collated high-quality broadband imaging (predominantly from HST observations) provided improved cube centring and measures of galaxy sizes and inclinations.

### 2.2 SAMI Galaxy Survey

The $z \approx 0$ TFRs presented in this work are constructed from samples drawn from the SAMI Galaxy Survey (Bryant et al. 2015). Using the SAMI spectrograph (Croom et al. 2012) on the 3.9-m Anglo-Australian Telescope at Siding Spring Observatory. The SAMI Galaxy Survey has observed the spatially resolved stellar and gas kinematics of $\approx 3000$ galaxies in the redshift range $0.004 < z < 0.095$, over a large range of local environments. This work uses SAMI observations of 824 galaxies with mapped kinematics out to or beyond one effective radius.

The SAMI spectrograph (Croom et al. 2012) is mounted at the prime focus on the Anglo-Australian Telescope that provides a 1 deg diameter field of view. SAMI uses 13 fused fibre bundles (Hexabundles, Bland-Hawthorn et al. 2011; Bryant et al. 2014) with a high (75 per cent) fill factor. Each bundle contains 61 fibres of 1.6 arcsec diameter resulting in each IFU having a diameter of 15 arcsec. The IFUs, as well as 26 sky fibres, are plugged into pre-drilled plates using magnetic connectors. SAMI fibres are fed to the double-beam AAOmega spectrograph (Sharp et al. 2015). AAOmega allows a range of different resolutions and wavelength ranges. The SAMI Galaxy survey uses the 570V grating at $\approx 3700$–$5700$ Å giving a resolution of $R \approx 1730$ ($\sigma = 74$ km s$^{-1}$), and the R1000 grating from $\approx 6300$ to 7400 Å giving a resolution of $R \approx 4500$ ($\sigma = 29$ km s$^{-1}$). Observations were carried out with natural seeing, with a typical range 0.9–3.0 arcsec. The resulting data were reduced via version v0.8 of the SAMI reduction pipeline (Sharp et al. 2015; Allen et al. 2015) and underwent flux calibration and telluric correction. The resultant data cubes have 0.5 arcsec × 0.5 arcsec spaxels.

The work presented in this paper draws upon the internal SAMI data release v0.9 (kindly provided by the SAMI team ahead of its public release), comprising 824 galaxies. It does not include those $\approx 600$ SAMI galaxies specifically targeted as being members of clusters (see Bryant et al. 2015). Since our goal is to compare the rest-frame ionized gas kinematics (H$\alpha$ and [NII] lines) of both the KROSS and SAMI samples, we utilize here only those cubes observed in the red SAMI bandpass, yielding a reasonable match in wavelength coverage to the rest-frame optical bandpass of the KMOS $YJ$ filter at $z \approx 1$. We note that the average star formation rate of the SAMI galaxies considered in this work (being typical of star-forming galaxies at $z \approx 0$) is at least an order of magnitude less than that of the KROSS galaxies (Johnson et al. 2018).

### 2.3 SAMI–KROSS data quality match

In this work, we take steps to remove the potential for systematic biases between TFRs constructed at different redshifts by implementing a novel data ‘matching’ process, applied to the SAMI data to transform them so that they match the quality of KROSS observations. As stated in Introduction, we refer to these transformed data as the matched SAMI sample (or data). We refer to the original, unmatched SAMI data as the original SAMI sample (or data).

The data matching process provides two important benefits. First, it removes the potential for bias in our measure of TFR evolution as a result of differing data quality between the KROSS and SAMI samples; any systematic bias resulting from the data quality should be equally present in both the $z \approx 1$ and 0 TFRs. Secondly, matching the data allows us to identify and quantify any bias (and associated selection function) that is introduced in the $z \approx 1$ IFS observations as a result of its lower quality.

To match the SAMI data, we ensure that the spatial resolution and sampling (relative to the size of the galaxy, i.e. in physical rather than angular scale), spectral resolution and sampling, and H$\alpha$ S/N of the SAMI cubes match those of KROSS observations. We also require that the spatial extent of the matched SAMI data is comparable to that of KROSS – more specifically, we only require that the field of view or spatial extent of the H$\alpha$ emission (whichever is smaller) is enough to extract the rotation velocity measure in the outer (i.e. flat) parts of the galaxies’ velocity fields, as for KROSS. The radius at which we take our velocity measure is thus a delicate choice and is discussed in Section 3.4.

It should be stressed that transforming the SAMI cubes to match the typical H$\alpha$ S/N of KROSS observations does nothing to address the question of how the observed H$\alpha$ S/N of SAMI galaxies would be affected, were they observed with KMOS at similar distances and in the same manner as KROSS galaxies. I.e. in this work, we do not adjust the fluxes to mimic the effects of ‘redshifting’ a galaxy to $z \approx 1$. We focus only on how IFS observations of galaxies of differing qualities at any epoch bias the resultant galaxy sample and measurements. We thus degrade the SAMI data to match the quality of KROSS purely to negate potential observational biases.

Each of the fully reduced, flux-calibrated, telluric-corrected red data cubes from the SAMI internal data release v0.9 was thus transformed in a sequence of steps, outlined in order of their application in Sections 2.3.1–2.3.3.

#### 2.3.1 Spatial resolution and sampling

First, the point spread function (PSF) full width at half-maximum (FWHM) of each original SAMI cube (FWHM$_0$) was calculated by fitting a two-dimensional circular Gaussian to the image of the corresponding reference star. The median seeing of KROSS observations is $\approx 0.7$ arcsec, corresponding to a scale of $\approx 5.3$ kpc at $z = 0.8$ (the median redshift of KROSS galaxies). To match the SAMI seeing in physical scale to KROSS, we thus require an FWHM$_1 = 5.3$ kpc/$D_0$, where $D_0$ is the angular scale at the redshift of the SAMI galaxy.

We therefore simply convolved each spectral slice (i.e. each plane of the data cube in the wavelength direction) with a two-dimensional circular Gaussian (normalized so that its integral is unity) of width

$$\text{FWHM}_3 = \sqrt{\text{FWHM}_1^2 - \text{FWHM}_0^2}.$$  (1)
The width of the SAMI PSF was on (median) average enlarged by a factor of 3 ± 1 during this process. We then require to match the SAMI resolving power to that of KROSS. We thus convolve the spectrum of each spaxel with a Gaussian of width

\[ \text{FWHM}_d = \sqrt{\text{FWHM}_k^2 - \text{FWHM}_s^2}, \]

where \( \text{FWHM}_k = \lambda_{\text{central}}/R_k \) is the width of the Gaussian required to match the resolving power of KROSS (\( R_k \approx 3580 \)), \( \lambda_{\text{central}} \) is the central wavelength of the SAMI red filter, and \( \text{FWHM}_s \) is the width of the Gaussian corresponding to the original spectral resolution of SAMI (FWHM = \( \lambda_{\text{central}}/R_s \), where the resolving power of SAMI \( R_s = 4500 \)). This in effect increases the width of the instrumental broadening by a factor of \( \approx 1.3 \). To match the spectral sampling to that of KROSS, we then rebin the smoothed spectra using a linear interpolation to calculate the flux in each bin.

### 2.3.3 Hα S/N

Lastly, we match the median of the distribution of Hα S/N in the spaxels of each SAMI cube to that of typical KROSS observations. As discussed in Section 3.3.2, given that we typically detect only weak spatially extended continuum emission in KROSS and that we are primarily interested in a comparison of the ionized gas kinematics of SAMI and KROSS galaxies, we first subtract from each SAMI cube the corresponding best-fitting model continuum cube as computed from LZIFU (see Section 3.3.2). Using these continuum-subtracted cubes, we then simultaneously fit the Hα, [NII]6548 and [NII]6583 emission lines of each spectrum with three single Gaussians, in the exact same manner as described in Stott et al. (2016) and Tiley et al. (2016a). The emission-line fits are performed using the routine MPFIT. We then take the S/N of the Hα emission in each spaxel as the square root of the difference between the \( \chi^2 \) value of the best-fitting Gaussian to the Hα emission line (\( \chi_{\text{mod}}^2 \)) and that of a straight line equal to the baseline value (\( \chi_{\text{line}}^2 \)), avoiding regions of sky emission i.e. S/N = \( \sqrt{\chi_{\text{line}}^2 - \chi_{\text{mod}}^2} \) (e.g. Neyman & Pearson 1933; Bollen 1989; Labatie, Starck & Lachièze-Rey 2012). This approach relies on the assumption that the noise is Gaussian and constant with a single variance (which we verify as true for the KROSS and SAMI cubes).

### 3 MEASUREMENTS

In this section, we detail our measurements of key properties for the original SAMI, matched SAMI, and KROSS galaxies that we use for our analysis.

#### 3.1 Stellar masses and absolute magnitudes

##### 3.1.1 KROSS

Stellar masses (\( M_* \)) and K-corrected absolute \( K \)-band magnitudes for each KROSS galaxy were derived using LEPHARE (Arnouts et al. 1999; Ilbert et al. 2006) to compare a suite of model spectral energy distributions (SEDs) to the observed SED of the target. The latter were constructed using integrated broadband photometry spanning the optical to the near-infrared (\( u, B, V, R, I, J, H, \) and \( K \) bands). Where available we also included mid-infrared photometry from the Spitzer InfraRed Array Camera (IRAC;ch1–ch4). The model SEDs were generated using the population synthesis models of Bruzual & Charlot (2003). The LEPHARE routine fits for extinction, metallicity, age, star formation, and stellar mass, and allows for single burst, exponential decline, and constant star formation histories.

We note the stellar masses used in this work are different to those presented in Harrison et al. (2017). The latter are interpolated from the absolute \( H \)-band magnitudes of the KROSS galaxies, assuming a fixed mass-to-light ratio. Since a galaxy’s position in the TFR plane is itself dependent on the mass-to-light ratio of the galaxy, we prefer to allow the possibility of variation in the ratio between galaxies, rather than assume a constant value, when determining the stellar masses. We note, however, that the two measures are generally consistent with a median difference of 0.0 ± 0.2 dex. The stellar masses in this work, calculated with LEPHARE, also differ from those presented in Stott et al. (2016) and Tiley et al. (2016a), calculated with the HYPERZ SED-fitting routine (Bolzonella, Miralles & Pelló 2000). We prefer the use of LEPHARE in this work since it allows for calculation of galaxy stellar mass and absolute magnitudes from a single routine. We note that anyway the two measures of stellar mass generally agree with a median difference of 0.0 ± 0.2 dex.

In keeping with Tiley et al. (2016a), and as commonly employed in studies of high-redshift star-forming galaxies, we adopt a uniform stellar mass uncertainty of ±0.2 dex throughout this work (e.g. Mobasher et al. 2015) that should conservatively account for the typical deviations in stellar mass values resulting from the use of different, commonly employed Sed-fitting codes, and the possibility for low photometric S/N or high photometric uncertainty.

##### 3.1.2 SAMI

Each of the SAMI galaxies has associated integrated broad-band photometry ranging (where available) from the far-ultraviolet (FUV and NUV from the Galaxy Evolution Explorer; Martin et al. 2005),
through the optical \([\mu, g, r, i, \text{and } z]\) from the Sloan Digitized Sky Survey (SDSS) e.g. Stoughton et al. 2002; Abazajian et al. 2003), near-infrared \([Z, J, H, \text{and } K]\) from the Visible and Infrared Survey Telescope for Astronomy (VISTA), Sutherland et al. 2015), mid-infrared \([W1, W2, W3, \text{and } W4]\) from the Wide-Field Infrared Survey Explorer (WISE), Wright et al. 2010), to the far-infrared [Photo-conductor Array Camera and Spectrometer green \((\approx 98 \mu m)\) and red \((\approx 154 \mu m)\) and Spectral and Photometric Imaging Receiver PSW \((\approx 243 \mu m)\), PMW \((\approx 341 \mu m)\), and PLW \((\approx 482 \mu m)\) from Herschel, Filbratt et al. 2010). The 21-band photometric data sets are taken from the GAMA Panchromatic Data Release (Driver et al. 2016). For each galaxy’s photometry, the Lambda Adaptive Multi-Band Deblending Algorithm in R (LAMBDAR; Wright et al. 2016) was applied. LAMBDAR is designed to calculate matched aperture photometry across a range of non-homogeneous images with differing PSFs and pixel scales, given prior aperture information from high-resolution imaging in the visible regime. Wright et al. define an initial aperture for each SAMI galaxy using a combination of Source Extractor (SExtractor; Bertin & Arnouts 1996) and visual inspection of the r-band image from SDSS and Z-band image from the VISTA Kilo-degree Infrared Galaxy Survey (Edge et al. 2013).

As with the KROSS galaxies in Tiley et al. (2016a), absolute rest-frame magnitudes and stellar masses were computed for each SAMI galaxy using the SED-fitting routine LEPHARE (Arnouts et al. 1999; Ilbert et al. 2006). We note that above \(\approx10^{8.5}M_\odot\), our masses agree (a median offset \(0.0 \pm 0.2\) dex) with the SAMI stellar masses described in Bryant et al. (2015), estimated from \(g-i\) colours and \(i\)-band magnitudes following Taylor et al. (2011). Below this mass, however, the two measures deviate (a median offset of \(0.3 \pm 0.1\) dex).

3.1.3 Matched SAMI

Since the purpose of matching the SAMI data cubes is to make a fair and direct comparison of the KROSS \(z \approx 1\) TFR and the SAMI \(z \approx 0\) TFR, we apply the same philosophy to the SED fits as we applied to the data cube matching. Specifically, we must restrict the available SAMI photometry to only include those bandpasses that are available in the rest frame for each KROSS galaxies. In practice, this means truncating the full SAMI photometry range to only span the FUV to \(K\) band. Absolute \(K\)-band magnitudes and stellar masses are then derived from the truncated SEDs using LEPHARE in the exact same manner as for the KROSS and original SAMI photometry.

3.2 Emission-line fitting and maps

3.2.1 KROSS

H\(\alpha\) imaging and kinematic maps were extracted from the KROSS data cubes by Stott et al. (2016). The maps were extracted via a simultaneous triple Gaussian fit to the H\(\alpha\), [N\text{\textsc{ii}}]\(\lambda6548\), and [N\text{\textsc{ii}}]\(\lambda6583\) emission lines in each (continuum-subtracted) spectrum of each spaxel for each cube. The central velocity and width of the H\(\alpha\) and [N\text{\textsc{ii}}] lines are coupled so that they vary in unison. If the H\(\alpha\) S/N < 5 for a given 0.1 arcsec spaxel, a larger area of \(3 \times 3\) spaxels was considered, and 5 \(\times\) 5 spaxels, as required. If at this point the S/N was still less than 5, that spaxel is excluded from the final maps. H\(\alpha\) intensity maps were constructed by plotting the integral of the model H\(\alpha\) flux in each spaxel. Line-of-sight velocity maps were constructed by plotting in each spaxel the best fit central velocity of the H\(\alpha\) emission, with respect to the rest-frame velocity of the galaxy, as determined from the spectroscopic redshift measurements of Harrison et al. (2017) (themselves measured from the position of H\(\alpha\) and [N\text{\textsc{ii}}] emission in the integrated KMOS spectrum within a 1.2 arcsec diameter aperture\(^2\)). Similarly, observed velocity dispersion maps were constructed by plotting for each spaxel the width of the best-fitting Gaussian to the H\(\alpha\) emission, in velocity space and correcting in quadrature for the instrumental broadening of KMOS.

Building on the original analysis, Harrison et al. (2017) extracted rotation curves (i.e. one-dimensional velocity profiles) from the velocity map of each KROSS galaxy within a 0.7 arcsec ‘slit’ along the galaxy’s major kinematic axis. As a means to reduce the effects of noise in these curves, they find the best-fitting exponential disc model to the data of each, where the model velocity \(v\) as a function of radius \(r\) takes the form

\[
(v(r) - v_{\text{off}})^2 = \frac{r^2\mu G \mu_0}{h}(I_K \sigma_K - I_K K_1),
\]

where \(G\) is the gravitational constant, \(\mu_0\) is the peak mass surface density, \(h\) is the disc scale radius, \(v_{\text{off}}\) is the velocity at \(r = 0\), and \(I_K \sigma_K\) and \(I_K K_1\) are Bessel functions evaluated at \(0.5r/h\). During the fitting process, the radial centre is also free to vary. The velocity offset \(v_{\text{off}}\) is subtracted from the KROSS velocity maps before taking any further measurements.

3.2.2 SAMI

Following continuum subtraction, we apply the same line-fitting methodology as for KROSS to each of the original SAMI cubes. If the H\(\alpha\) S/N < 5 for a given 0.5 arcsec \(\times\) 0.5 arcsec spaxel, we consider a larger area of 1.5 arcsec \(\times\) 1.5 arcsec, and 2.5 arcsec \(\times\) 2.5 arcsec, as required. Once again, if at this point the S/N is still too low, the spaxel is excluded from the resultant maps. We correct the observed velocity dispersion this time for the instrumental broadening of the SAMI spectrograph. We also extract a rotation curve from each original SAMI velocity map as for KROSS along the major kinematic axis, taking the weighted mean of the velocity values in pixel-wide steps, within a ‘slit’ of width equal to three spaxels (approximately the FWHM of the PSF),\(^3\) The major kinematic axis we find by rotating the same slit in \(^1\) steps about the continuum centre, taking the position angle that maximizes the velocity gradient along the slit. To describe the trend of the rotation curve and to reduce the effects of noise, we also find the best-fitting model rotation velocity to the data of each curve according to equation (4), using MPFIT\(^4\) (Markwardt 2009), itself employing a Levenberg–Marquardt minimization algorithm.

3.2.3 Matched SAMI

Once the SAMI cubes are transformed to match the quality of KROSS observations, we extract H\(\alpha\) intensity, velocity dispersion, and line-of-sight velocity maps and rotation curves in the same manner as for the original SAMI and KROSS cubes, as described in

\(^2\)The diameter of the aperture was chosen as a compromise between maximizing the flux and the S/N.

\(^3\)We quantified the effect of the slit width on the final measure of finding a median maximum fractional difference of \(-1.7^{+0.6}_{-0.1}\) per cent in the measured rotation velocity when using a slit of width equal to 0.5 or 1 times the FWHM PSF. This translates to an average shift in log space of \(-0.007\) dex, with a range from \(+0.003\) to \(-0.03\) dex. The width of the slit therefore has minimal impact on our measure of galaxy rotation velocity and thus on our final TFRs.

\(^4\)Translated into PYTHON by Mark River and updated by Sergey Koposov.
Section 3.2.1. Examples of matched SAMI kinematic maps, along with the same maps extracted from the corresponding original SAMI cube are shown in Fig. 1. Here, we also include the extracted rotation curve for each galaxy and the corresponding best-fitting model.

3.3 Continuum and broad-band imaging

3.3.1 KROSS

To further improve the analysis, Harrison et al. (2017) constructed $YJ$-band continuum maps for the KROSS galaxies by plotting the median flux of each spectrum of each cube in its corresponding spaxel, after masking any line emission in the cube and performing a 2σ clip to the spectrum to exclude significant sky emission. In this manner, they were able to robustly identify the continuum centroids for 85 per cent of the detected KROSS galaxies. For the remaining 15 per cent, centroids were identified from maps of the integrated continuum and spectral line emission. These centres were then used to align the KMOS data cubes to the centres of the best quality corresponding broad-band image for each galaxy.

After aligning the KROSS cubes, Harrison et al. (2017) measured the half-light (or effective) radius ($r_e$) and inclinations ($i$) for each KROSS galaxy from the broad-band photometry. We refer the reader to Harrison et al. for a full description, but here we provide a brief summary. For a large fraction of KROSS targets HST imaging was available, of which the longest wavelength data was employed in each case. For 36 per cent of those targets with HST imaging, WFC3-$H$ band was the reddest band available, with a PSF FWHM of $\approx 0.2$ arcsec. For a further 57 per cent ACS-$I$ imaging was employed, and for the remaining 7 per cent ACS-$z'$ imaging (both with PSF FWHMs of $\approx 0.1$). K-band UK Infrared Telescope (UKIRT) observations from the UKIRT Deep Sky Survey (UKIDSS), with a PSF FWHM $\approx 0.65$ arcsec, were used for those galaxies in UDS without HST observations. For those galaxies in SA22, K-band UKIDSS imaging with a PSF FWHM of 0.85 arcsec was used. For each KROSS galaxy, the measure of $r_e$ is corrected for the PSF broadening. Inclinations were derived from the axial ratio ($b/a$) measured from the best broad-band image, assuming

$$\cos^2 i = \frac{(b/a)^2 - q_0^2}{1 - q_0^2},$$

where the intrinsic axial ratio $q_0$ is fixed at 0.2, appropriate for a thick disc (e.g. Guthrie 1992; Law et al. 2012; Weijmans et al. 2014).

3.3.2 SAMI

Unlike the KROSS galaxies, the lower redshift of the SAMI galaxies allows for significant detections of the stellar continuum in many of the SAMI spaxels within typical exposure times. As such, we require a detailed fit to the stellar continuum. Before fitting the Hα and [N II] emission lines (see Section 3.2.2), we first fit and subtract the stellar continuum in each spaxel using the LZIFU IDL routine (Ho et al. 2016), an emission-line fitting ‘toolkit’ designed specifically for use with IFS data. The LZIFU routine itself draws on the penalized pixel fitting routine (PPXF; Cappellari & Emsellem 2004; Cappellari 2017) to fit a library of model SEDs to the spectrum of each spaxel in order to build a corresponding cube of best-fitting model stellar continuum emission. We then subtract this from the original SAMI data cube before fitting the gas emission lines. We construct a model continuum map for each original SAMI galaxy cube, by integrating the model continuum emission along each spectrum in each spaxel. It should be noted that the primary purpose for LZIFU is to model the line emission in IFS data cubes, with the continuum emission modelling an intermediate step in this process. However, in this work we prefer to use it only as a convenient tool to rapidly model (and subtract) the continuum in the SAMI cubes. To maintain homogeneity with the KROSS analysis, we model the line emission in the cubes using the methods of Swinbank et al. (2006) and Stott et al. (2016), described in Section 3.2.2.

Similar to KROSS, the original SAMI inclinations are estimated from the $r$-band axial ratio (Cortese et al. 2016), according to equation (5).

3.3.3 Matched SAMI

The original SAMI data cubes are continuum-subtracted and centred before they are degraded to match the quality of KROSS observations. We therefore do not produce continuum maps from the matched SAMI (i.e. degraded) cubes.

For the matched SAMI galaxies, we adopt the same inclinations as for the original SAMI galaxies.

3.4 Rotation velocity and velocity dispersion

In this work, for a unique measure of the intrinsic circular velocity for each galaxy, we adopt the $v_{2.2}$ parameter of Harrison et al. (2017) derived from $v_{2.2, \text{obs}}$, the line-of-sight velocity measured from the best-fitting model to the rotation curve at 1.3 times the effective (half-light) radius $r_e$ (convolved to the ‘native’ seeing of the velocity maps). This radius corresponds to 2.2 times the scale length of a purely exponential disc (i.e. 2.2$h$). The intrinsic rotation velocity at the same radius, $v_{2.2}$ is then retrieved by correcting for the effects of inclination and beam smearing as

$$v_{2.2} = \frac{v_{r, \text{PSF}}}{\sin i} \frac{R_{\text{PSF}}}{R_{\text{obs}}},$$

where $v_{r, \text{PSF}}$ is a beam smearing correction factor that depends on the ratio of the galaxy size to the width of the seeing PSF, and the rotation speed of the galaxy. This correction factor is detailed in Johnson et al. (2018), and is based on the creation of thousands of mock IFS observations of disc galaxies, with distributions of key galaxy properties designed to match the KROSS sample. We estimate the uncertainty in the velocity measurement by propagating the bootstrapped uncertainties from the best fit to the rotation curve, also accounting for the uncertainty in the inclination correction.

Extracting a rotation velocity at 1.3$r_e$ is to a certain extent physically motivated as it corresponds to the peak of the rotation for a purely exponential disc (Freeman 1970; Courteau & Rix 1997; Miller et al. 2011). Of course, we do not expect our galaxy sample to comprise only pure exponential discs. Given the limitations of the data however, it at least allows us to extract our velocity measure at the same scale radius across the large majority of galaxies in each of the original SAMI, matched SAMI, and KROSS data sets and should recover close to the maximum rotation velocity for each system. Fig. 5 (for details see Section 5), panel (a), shows that the distributions of $r_e$ for the SAMI and KROSS galaxies are similar. Similarly, Fig. 5, panel (j), shows that the majority of the original SAMI, matched SAMI, and KROSS galaxies have Hα emission with sufficient radial extent as to sample the rotation curve at 1.3$r_e$.

$^5$We note that 1.3$r_e$ is smaller than the $r_{50}$ used in Tiley et al. (2016a), that corresponds to $\approx 1.8r_e$ ($\approx 3$ times the exponential disc scale length).
Figure 1. Examples of original SAMI H$\alpha$ maps with the corresponding matched maps. The original and matched maps are in alternating rows. For each galaxy, the (model) continuum intensity (far left), velocity dispersion (centre left), and line-of-sight velocity maps (centre right) are displayed, centred on the position of peak continuum intensity. The galaxy rotation curve is shown on the far right (orange points). We plot the best-fitting model curve (blue line) to the data (equation 4). The SAMI galaxy ID is shown at the top left of this panel. The kinematic centre (adjusted, where required, from the continuum centre using the best fit to the extract rotation curve) and major axis are indicated on each map as, respectively, a grey circle and black line. Model continuum maps for the matched SAMI galaxies were generated by spatially degrading the corresponding original SAMI model continuum maps in the manner described in Section 2.3.1.
We note that for the KROSS galaxies, for which we are typically able to trace each galaxy’s rotation curve out to \( \approx 2r_e \) or further (firmly into the ‘flat’, outer region of the curve), we find the median ratio of the rotation velocity at \( 2r_e \) to that at \( 1.3r_e \) is 1.1 \pm 0.1, where the uncertainty is the standard deviation.

We also note here that we obtain consistent measures of rotation velocity, for the KROSS, original SAMI, and matched SAMI data, if we instead fit the rotation curve data with the well known and commonly employed arctangent model (Courteau 1997). We find a median fractional difference \( (v_{2,\text{arc}} - v_{2,\text{exp}})/v_{2,\text{exp}} \) of \(-0.1^{+3.8}_{-0.6}\) and \(0.4^{+4.0}_{-2.2}\) percent respectively for the original SAMI and matched SAMI samples. Harrison et al. (2017) find similarly small differences for the KROSS galaxies.

For a unique measure of the intrinsic velocity dispersion of each original SAMI and matched SAMI galaxy, we follow the same methods employed by Johnson et al. (2018), and as measured by Harrison et al. (2017) for the KROSS galaxies. For a measure of the velocity dispersion of each galaxy, we take the median of each galaxy’s observed line-of-sight velocity dispersion map (corrected for the instrumental broadening). We define the uncertainty in this measurement as half the difference between the 84th and 16th percentile of the map. To find the intrinsic velocity dispersion (\( \sigma \)), we apply a systematic correction to account for beam smearing, derived in Johnson et al. (2018), that again is a function of the ratio of the PSF to the galaxy size, as well as its rotation velocity. We note that, when available (i.e. for 48 per cent of the sample), Harrison et al. (2017) prefer to measure the observed velocity dispersion from the outer regions (\( >2r_e \)) of the KROSS dispersion maps, rather than take the median of the map, before correcting to an intrinsic value. However, where it is possible to take both measurements, the resultant intrinsic velocity dispersions agree within 4 per cent (albeit with a 50 per cent scatter).

4 SAMPLE SELECTION

The final step to construct the TFRs is to carefully and uniformly select those galaxies from each data set (original SAMI, matched SAMI, and KROSS) that are suitable for inclusion in the relations. The sample selection criteria are similar to those described in Tiley et al. (2016a) but with some differences. We therefore detail each criterion here. We note that we restrict our criteria to those that are readily applicable to both our high- and low-redshift data sets. Here, the limiting factor is the information available on the properties of the KROSS galaxies. For TFRs constructed for sub-samples selected on the basis of additional information available for the \( z \approx 0 \) SAMI galaxies, see Bloom et al. (2017). As in the work of Tiley et al. (2016a), we now also sort the galaxies into three categories. We refer to these as the parent, rot-dom, and disky sub-samples, in order of decreasing sub-sample size.

4.1 The parent sub-samples

We define the parent sub-samples as those galaxies that are detected and resolved (i.e. the radial extent of the H\( \alpha \) emission is at least equal to the radius of the PSF) in H\( \alpha \) and for which we are able to measure a rotation velocity (\( v_{2,\text{obs}} \)), even if the H\( \alpha \) emission does not extend out to \( 1.3r_e \). At this step, we carry out an inspection of the velocity field for each galaxy by eye, to ensure the velocity field extraction has been successful, i.e. that the velocity field contains a sufficient number of spaxels to measure a velocity. Additionally, each galaxy must have \( M_K \) and \( M_\star \) values from SED fitting.

4.2 The rot-dom sub-samples

We then define a rotation-dominated (rot-dom) sub-sample (which bear similarities to the all sub-sample of Tiley et al. 2016a) for each data set that comprises all those galaxies that are member of the parent sub-sample and with a ratio of intrinsic rotation velocity to intrinsic line-of-sight velocity dispersion that is greater than unity. This criterion is commonly applied in the literature for studies of galaxy kinematics at \( z \approx 1 \)–2 (e.g. Genzel et al. 2006; Förster Schreiber et al. 2009; Epinat et al. 2012; Stott et al. 2016; Tiley et al. 2016a; Harrison et al. 2017; Johnson et al. 2018) as a crude delineation between ‘rotation-dominated’ systems that obey the criterion and ‘dispersion-dominated’ systems that violate it. Accounting for uncertainties in the ratio of rotation-to-dispersion, we require that \( v_{2}/\sigma > 1 \). We stress that we do not expect this criterion to effectively select systems that obey the assumption of circular motion inherent in the TFR. Rather we employ it as a bare minimum for a galaxy’s inclusion in our analysis and for ease of comparison with previous studies. In Section 4.3, we describe a stricter cut in \( v_{2}/\sigma \) chosen to select galaxies that more closely obey the circular motion assumption.

We apply further selection criteria so that each galaxy in the rot-dom sub-samples has a fractional error in the velocity measurement less than or equal to thirty per cent, and has sufficient H\( \alpha \) radial extent to empirically constrain the velocity measure adopted here. We thus require a maximum H\( \alpha \) radius \( r_{\text{H\( \alpha \),max}} \geq 1.3r_e \) (where an error margin of 2 spaxels and 1 spaxel is allowed for, respectively, the KROSS and matched SAMI data, and the original SAMI data to account for the pixellation of the H\( \alpha \) intensity map). We also require that \( 45^{\circ} < i < 85^{\circ} \). The lower limit is based on the findings presented in Tiley et al. (2016b) and is designed to exclude those systems that require large inclination correction factors (and are thus very sensitive to inaccuracy in the measure of inclination). The upper limit is imposed in order to exclude very edge-on systems with an increased probability of suffering from significant dust obscuration.

4.3 The disky sub-samples

Finally, as alluded to in Section 4.2, for each data set we also define a more strictly rotation-dominated, disky sub-sample of galaxies that appear disc-like in their kinematic properties. This comprises all those members of the rot-dom sub-sample for which the ratio of rotation velocity to intrinsic velocity dispersion \( v_{2}/\sigma > 3 \). This lower limit is chosen in light of the results of Tiley et al. (2016a) that showed that the TFR zero-point does not change as a function of increasing \( \sigma/v_{\text{r}} \) above this value. More formally, it also ensures that the rotation velocity term in the first velocity moment of the collisionless Boltzmann equation accounts for at least 90 per cent of the dynamical mass (adopting the reasonable assumption that the velocity anisotropy factor is less than unity e.g. Kormendy & Ho 2001). Therefore whilst \( v_{2}/\sigma = 3 \) is lower than the \( \sigma/v_{\text{r}} \sim 5$–$20 \) (Epinat et al. 2010) measured for disc galaxies in the local Universe, these systems should nevertheless effectively obey the assumption of circular motion required for the TFR.

To exclude potentially merging systems and to further select for systems with regular, disc-like kinematics, we also extend the exponential disc model of equation (4) to two dimensions, fitting it to the observed velocity map of each galaxy using a genetic algorithm (Charbonneau 1995) in the manner of Swinbank et al. (2012) and Stott et al. (2016). The resultant best-fitting model velocity map for each galaxy in the disky sub-samples must have an associated...
goodness-of-fit parameter $R^2 > 80$ per cent i.e. more than 80 per cent of the total variation in the observed velocity map must be explained by the best-fitting model map (Bloom et al. 2017 show that the most kinematically asymmetric galaxies scatter low off the TFR). In Fig. 2, we show two example original SAMI velocity fields and their corresponding best-fitting disc model, one with $R^2 > 80$ per cent, and the other a poor fit.

Application of the various selection criteria results in parent sub-samples comprising 669, 490, and 530 galaxies for respectively the original SAMI, matched SAMI, and KROSS data sets. The rot-dom sub-samples contain, respectively, 309, 186, and 259 galaxies. Lastly, the disky sub-sample comprises 134 galaxies for the original SAMI data, 70 galaxies for the matched SAMI data, and 112 galaxies for the KROSS data. The final disky sub-sample for the original SAMI, matched SAMI, and KROSS data set then is respectively 20 per cent, 14 per cent, and 21 per cent the size of its corresponding parent sub-sample. A summary of the selection criteria of each sub-sample, along with the number of galaxies remaining after each selection criterion is applied, is provided in Table 1 for each data set.

5 RESULTS

In this section, we present the $M_K$ and $M_*$ TFRs for the rot-dom and disky sub-samples of the original SAMI, matched SAMI, and KROSS data sets. The values used to construct each of the TFRs presented here are tabulated in Table A1. In Fig. 3, we present the mass–size relations of the original SAMI, matched SAMI, and KROSS parent, rot-dom, and disky sub-samples, that show that the galaxies of all three data sets (and this across all three sub-samples) follow the same general trend of increasing size with increasing stellar mass (as expected, Shen et al. 2003; Bernardi et al. 2011), although the SAMI sub-samples clearly extend to lower stellar masses (and smaller radii).

The original SAMI and matched SAMI TFRs are compared in Section 5.1, where the biases introduced via the matching process are explored. In Section 5.2, we compare the matched SAMI and KROSS TFRs, to measure the evolution of the relations since $z \approx 1$.

### Table 1. Summary of the selection criteria and size of the sub-samples defined in Section 4. Criteria are applied step by step from top to bottom. The numbers represent the size of each sample after each successive cut is applied.

<table>
<thead>
<tr>
<th>Sub-sample</th>
<th>Criterion</th>
<th>SAMI original</th>
<th>SAMI matched</th>
<th>KROSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>parent</td>
<td>Detected in Hα</td>
<td>824</td>
<td>824</td>
<td>719</td>
</tr>
<tr>
<td>parent</td>
<td>Resolved in Hα</td>
<td>752</td>
<td>586</td>
<td>552</td>
</tr>
<tr>
<td>parent</td>
<td>$M_K$ and $M_*$ from SED fitting</td>
<td>751</td>
<td>585</td>
<td>537</td>
</tr>
<tr>
<td>rot-dom</td>
<td>$v_{\text{rot}}^2 &gt; 3$</td>
<td>669</td>
<td>490</td>
<td>530</td>
</tr>
<tr>
<td>rot-dom</td>
<td>$\frac{R}{\sigma} &gt; 1$</td>
<td>625</td>
<td>355</td>
<td>467</td>
</tr>
<tr>
<td>rot-dom</td>
<td>$\frac{M_<em>/M_K}{r_</em>/R_K} \leq 0.3$</td>
<td>527</td>
<td>313</td>
<td>456</td>
</tr>
<tr>
<td>rot-dom</td>
<td>$45^\circ &lt; i &lt; 85^\circ$</td>
<td>367</td>
<td>216</td>
<td>311</td>
</tr>
<tr>
<td>rot-dom</td>
<td>$\frac{R}{\sigma} &gt; 0.3$</td>
<td>309</td>
<td>186</td>
<td>259</td>
</tr>
<tr>
<td>disky</td>
<td>$\frac{R}{\sigma} &gt; 3$</td>
<td>151</td>
<td>76</td>
<td>127</td>
</tr>
<tr>
<td>disky</td>
<td>$R^2 &gt; 80%$</td>
<td>134</td>
<td>70</td>
<td>112</td>
</tr>
</tbody>
</table>

5.1 Matched versus original SAMI

In this sub-section, we explore the extent to which the data matching process applied to the original SAMI data affects our ability to accurately recover key galaxy parameters needed for constructing the TFR. We also examine how the reduced data quality between the matched SAMI and original SAMI data can introduce biases between sub-samples selected from each using identical criteria. Finally, we compare TFRs constructed from both the original SAMI and matched SAMI data, highlighting significant differences between the two and determining the dominant factor that drives these differences.

5.1.1 Measurement bias and sample statistics

To understand any differences between the matched SAMI and original SAMI TFRs, it is informative to first directly compare the measurements used to construct the relations, i.e. assess how the measurements of $v_{\text{rot}}^2$ and $\sigma$ are affected by the degrading process and subsequent velocity field extraction and modelling. Similarly, we must quantify to what extent the truncation of the SAMI SEDs alters the derived $M_*$ of each galaxy ($M_K$ is nearly SED independent and thus unaffected). We thus compare the $v_{\text{rot}}^2$, $\sigma$, and $M_*$ measurement of the galaxies in the matched SAMI parent (and rot-dom) sub-sample to the corresponding measurements made using the original SAMI data, for the same galaxies.

Fig. 4 shows comparisons between the matched SAMI and original SAMI parent and rot-dom sub-sample measurements of $v_{\text{rot}}^2\sin i$, $\sigma$, and $M_*$. The parameters of the best (bisector) fit straight line to each comparison between the parent sub-samples are listed in Table 2, along with measures of the total and intrinsic scatters along both axes. For each comparison, we perform three consecutive fits, performing a 2.5σ clip to the residuals between the data and the best-fitting line in each case. Those data points with residuals that are excluded via this clip are then excluded from the comparison and the next best fit found.
Figure 3. Mass–size relation of the original SAMI, matched SAMI, and KROSS parent (panel a), rot-dom (panel b), and disky (panel c) sub-samples. Sizes are measured from stellar continuum light in broad-band images [in the rest-frame $r$ band ($\sim 0.6 \mu m$) for SAMI galaxies, and rest-frame $i$ band ($\sim 0.8 \mu m$) for KROSS galaxies]. Error bars are omitted for clarity. In each panel, the three data sets generally follow the same trend, more massive galaxies being larger (as expected). The KROSS sub-samples, however, are limited to higher stellar masses than the original SAMI and matched SAMI sub-samples.

The matched and original measurements for the parent sub-samples generally agree with each other, being well correlated with varying total and intrinsic scatters. The stellar masses measured from the original SAMI and matched SAMI data follow a 1:1 relationship. This is also true of the $\sigma$ measurements, within uncertainties. Similarly, the slope of the best fit to the $v_{2.2}\sin i$ con-

Figure 4. Matched SAMI parent and rot-dom sub-sample measurements of $v_{2.2}\sin i$, $\sigma$, and $M_*$ versus the corresponding original SAMI measurements. The black solid line in each panel is the best (bisector) fit to the parent data points. For clarity, in panels (b) and (c), the median uncertainty in both axes is indicated by a single point. We include an inset panel with increased axes limits in panel (b) to show outliers that are not displayed in the main plot. In all cases, the matched and original measurements generally agree, with the best fits nearly consistent with 1:1 relations, but with zero-points offset from zero to varying degrees and with varying scatters. Data points that are excluded via consecutive 2.5$\sigma$ clipping are shown as fainter points.

Table 2. Parameters of the best (bisector) straight line fits to the comparisons between the original and matched SAMI parent sub-sample measurements of respectively $v_{2.2} \sin i$, $\sigma$ and $M_e$, as defined in the text. The total and intrinsic scatters are denoted, respectively, as $\sigma_{\text{tot}}$ and $\sigma_{\text{int}}$ along the ordinate, and $\xi_{\text{tot}}$ and $\xi_{\text{int}}$ along the abscissa. Uncertainties are quoted at the 1$\sigma$ level. We omit uncertainties for those entries for which the corresponding best fit has a reduced $\chi^2 < 1$ and with zero intrinsic scatter i.e. best fits for which the uncertainties in the data more than compensate for the scatter around the fit. The best fits to the $M_e$ and the $\sigma$ comparisons are each consistent within uncertainties with a 1:1 relation. The best-fitting slope to the $v_{2.2} \sin i$ comparison differs only slightly from unity but there is a systematic offset between the matched SAMI and original SAMI measurements.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Slope</th>
<th>Zero-point (km s$^{-1}$)</th>
<th>$\sigma_{\text{tot}}$ (km s$^{-1}$)</th>
<th>$\sigma_{\text{int}}$ (km s$^{-1}$)</th>
<th>$\xi_{\text{tot}}$ (km s$^{-1}$)</th>
<th>$\xi_{\text{int}}$ (km s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{2.2} \sin i$</td>
<td>1.05 ± 0.02</td>
<td>-18 ± 2</td>
<td>16.51 ± 0.04</td>
<td>14.0 ± 0.2</td>
<td>15.64 ± 0.06</td>
<td>13.50 ± 0.05</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.08 ± 0.04</td>
<td>3 ± 2</td>
<td>8.2 ± 0.1</td>
<td>0</td>
<td>7.6 ± 0.4</td>
<td>0</td>
</tr>
<tr>
<td>$M_e$</td>
<td>1.0000 ± 0.0001</td>
<td>0.003 ± 0.001</td>
<td>0.00 ± 0.01</td>
<td>0</td>
<td>0.00 ± 0.01</td>
<td>0</td>
</tr>
</tbody>
</table>

A comparison is close to unity. However the best-fitting zero-point reveals a small systematic offset between the matched SAMI and original SAMI $v_{2.2} \sin i$ measurements. The measurements from the former are, on average, $18 ± 2$ km s$^{-1}$ lower than the latter. This offset is seemingly driven mainly by galaxies with original SAMI measurements of $v_{2.2} \sin i < 100$ km s$^{-1}$. As discussed later, these are likely to be less massive, intrinsically smaller galaxies and therefore those most strongly affected by the data degrading process described in Section 2.3.

A comparison between the same measurements but confined to only those galaxies in the rot-dom sub-samples (the results of which we do not tabulate in Table 2) reveals similar conclusions for the $v_{2.2} \sin i$ and $M_e$ comparisons but with less outliers than when considering the parent sub-samples. Comparing the $\sigma$ values of the rot-dom sub-samples for the matched SAMI and original SAMI data reveals a best-fitting slope consistent with unity ($0.88 ± 0.05$) but with a corresponding zero-point of $12 ± 2$ km s$^{-1}$. We note that the outliers in the parent sub-sample comparisons have low values of $R^2$, and typically $r_{\text{Pk, max}}/r_e < 1$ for the matched SAMI data. Additionally, many of them exhibit non-disc-like kinematics in their original SAMI velocity maps. These outliers are therefore those galaxies for which the degrading process has most significantly reduced the accuracy with which we are able to recover measures of $v_{2.2}$ and $\sigma$.

Thus Fig. 4 reveals that, after the application of the beam smearing correction from Johnson et al. (2018), the degradation of the original SAMI data to match the quality of KROSS observations results in measurements of $v_{2.2} \sin i$ and $\sigma$ that are only very slightly underestimated and overestimated, respectively. Whilst these biases are small, they are none the less important, given that accurate measurements of $v_{2.2}$ and $\sigma$ are essential to an accurate measure of the TFR. In particular, as will be discussed in Section 5.1.2, a small systematic change to the rotation velocity has the potential to affect a large change in the TFR.

Before directly comparing the original SAMI and matched SAMI relations themselves, we also examine to what extent sub-samples of galaxies drawn from each data set using identical selection criteria resemble one another. Fig. 5 shows, for each of the parent, rot-dom, and disky sub-samples, comparisons of the distributions of key galaxy properties measured from the original SAMI and matched SAMI data, as well as those for the KROSS sample.

Considering only the measurements for the original SAMI and matched SAMI sub-samples, panels (a)–(c), (d)–(f), and (g)–(i) of Fig. 5 demonstrate that the matching process described in Section 2.3, and the subsequent velocity field extraction, do not significantly bias the resultant $r_e$, $M_e$, and $M_K$ distributions for the parent sub-samples. However, the distributions for the rot-dom and disky sub-samples for the matched SAMI galaxies are skewed to larger values in each of these parameters. In panels (j)–(l) we see that the distributions of $r_{\text{Pk, max}}$ for galaxies in the matched SAMI sub-samples are similar to those for galaxies in the corresponding original SAMI sub-samples but with a slightly lower mean in each case. Panels (m)–(o) reveal that the distribution of $v_{2.2}$ for the matched SAMI parent sub-sample is skewed towards lower values than the corresponding original SAMI distribution. However, considering the rot-dom sub-samples, the $v_{2.2}$ distributions of both data sets are similar. Further, the matched SAMI disky sub-sample is biased to larger values of $v_{2.2}$ in comparison to the corresponding original SAMI distribution. Lastly, from panels (p)–(r), we see that each of the sub-samples for the matched SAMI galaxies are slightly skewed towards higher intrinsic velocity dispersions when compared to the corresponding original SAMI sub-samples. This may be a result of the selection criteria but could also partially be a reflection of the difficulty in recovering the intrinsic velocity dispersions from the matched SAMI data with complete accuracy with respect to the same measurement from the original SAMI galaxies, as discussed above.

The key point from Fig. 5 is that the same sub-sample selection criteria, when successively applied to both the original SAMI and matched SAMI data, tend to select larger, more massive, and more rapidly rotating galaxies from the latter data set than from the former. This can be understood by considering how the matching process disproportionately affects those galaxies that are intrinsically compact. In these cases, decreasing the spatial resolution and sampling make it harder to measure a velocity gradient across the $H\alpha$ emission. In this respect, it is not surprising that the primary effect of the matching process is to exclude those galaxies that are more compact. Since in general a galaxy’s size, mass, and rotation are coupled (e.g. Ferguson & Binggeli 1994; Shen et al. 2003; Trujillo et al. 2004; Bernardi et al. 2011), it also follows that those excluded galaxies will also tend to be more slowly rotating and less massive.

This premise is further evidenced by the fact that the matched SAMI and KROSS distributions become increasingly well matched in the majority of the key galaxy properties ($M_e$, $M_K$, $v_{2.2}$, and $\sigma$, as well as $r_e$ to a lesser extent) as successively stricter selection criteria are applied. Indeed the distributions of these parameters are very similar for the matched SAMI and KROSS disky sub-samples, again suggesting that the comparatively decreased data quality of these two data sets, in conspiracy with necessarily strict selection criteria, results in the preferential exclusion of the smallest, least massive, and most slowly rotating galaxies from both samples. Of course,
Figure 5. Distributions of $r_e$, $M_*$, $M_K$, $r_{H_\alpha,\text{max}} / 1.3r_e$, $v_2.2$ and $\sigma$, as defined in the text, for respectively the original SAMI, matched SAMI and KROSS parent (left-hand column), rot-dom (middle column), and disky (right-hand column) sub-samples (defined in Section 4). The dashed line in panels (j)–(l) indicates the radius at which we measure the rotation velocity for the TFRs shown in Sections 5.1 and 5.2. By design, $r_{H_\alpha,\text{max}} \gtrsim 1.3r_e$ for the rot-dom and disky sub-samples of all three data sets. The same sub-sample selection criteria, when successively applied to both the original SAMI and matched SAMI data, tend to select larger, more massive, and more rapidly rotating galaxies from the latter data set than from the former. On average, the majority of KROSS galaxies are more massive, more rapidly rotating, and have more spatially extended H$\alpha$ emission (relative to their size) than the majority of SAMI galaxies.
the KROSS galaxies themselves are also subject to an effective lower stellar mass limit as a result of the limiting magnitude for the survey (see Section 2.1). The differences between the matched SAMI and KROSS distributions in $r_{\text{int, max}}/1.3r_{e}$ (panels j–l) can be explained by intrinsic differences between the properties of the high- and low-redshift samples; star-forming galaxies at $z \approx 1$ tend to have more spatially extended star-forming (and thus Hα-emitting) regions (Stott et al. 2016).

We thus proceed to compare the original SAMI and matched SAMI TFRs of the rot-dom and disky sub-samples in the knowledge that differences between the relations may be introduced by either the data degradation process or the resulting sample selection (or potentially via a conspiracy between the two).

5.1.2 TFRs

Here, we present the matched SAMI and original SAMI TFRs and examine the differences between the two.

Fig. 6 shows the $M_{K}$ TFRs (upper panels) and $M_{r}$ TFRs (lower panels) of the original SAMI and matched SAMI rot-dom (left-hand panels) and disky (right-hand panels) sub-samples. To find the best-fitting straight line to each relation, we employ the HYPERFIT package (Robotham & Obreschkow 2015, written for the R statistical language) via the web-based interface. The fitting routine relies on the basis that for a set of $N$-dimensional data with uncertainties that vary between data points (and are potentially covariant), provided the uncertainties are accurate, there exists a single, unique best-fitting ($N - 1$)-dimensional plane with intrinsic scatter that describes the data. This is contrary to the approach of many previous TFR studies (including Tiley et al. 2016a) that employ either one or the other, or some form of average, of two unique best-fitting straight lines to the TFR i.e. the now well-known forward and reverse best fits (e.g. Willick 1994) that effectively treat as the independent variable the galaxy rotation velocity or the absolute magnitude (or stellar mass), respectively. Such an approach tends to result in two best fits that differ significantly in slope and zero-point, and thus too the total and intrinsic scatter. Robotham & Obreschkow (2015), however, derive the general likelihood function to be maximized to recover the single best-fitting model, with single values of associated intrinsic and total scatter (that may be decomposed into components either orthogonal to the best fit or parallel to the ordinate).

The parameters of the best straight line fits (with free slopes) with HYPERFIT to each relation are listed in Tables 3 and 4, along with measures of the total and intrinsic scatters both orthogonal to the best fit and along the ordinate. The slopes of the TFRs from the matched SAMI data are, in every case, shallower than the corresponding relations from the original SAMI data.

To measure the offset between the zero-points of the original SAMI and matched SAMI TFRs, we fix the slopes of the matched SAMI relations to those of the corresponding original relations. The resulting best-fitting TFR parameters are listed in Tables 3 and 4 and the matched SAMI-original SAMI zero-point offsets are listed in Table 5. There is a significant offset (greater than three times its standard error) between the zero-point of the matched SAMI TFR and the corresponding original SAMI TFR when considering either the $M_{K}$ or $M_{r}$ relation for the rot-dom sub-samples, in the sense that the matched SAMI galaxies are on average respectively brighter, or more massive at fixed rotation velocity. However, there is no significant offset between either TFR for the disky sub-samples for the same data sets.

Considering the scatter of the relations, within each data set (original and matched) and for both the $M_{K}$ and $M_{r}$ TFRs the total and intrinsic scatters in both the orthogonal and vertical directions are reduced in the disky sub-sample relations compared to the rot-dom sub-sample relations, as a result of the tight selection for rotation-dominated systems. Whilst these scatters may not be driven purely by the inclusion (or exclusion) of systems with small $v_{2}/\sigma_{r}$ it is apparent that given the typically low velocity dispersions of the SAMI galaxies and indeed local late-type galaxies, a $v_{2}/\sigma_{r} > 1$ cut is not stringent enough to select for galaxies that obey well the assumption of circular motions implicit in the TFR. One should thus take caution in considering the rotation velocities of galaxies in a TFR sample as a tracer of their total (dynamical) mass unless one is certain that the sample is one of strictly rotationally dominated systems. This is particularly relevant when comparing the TFRs of galaxies at increasing redshift to those of galaxies in the local Universe; Turner et al. (2017) show that with increasing lookback time, a galaxy’s velocity is decreasingly representative of its dynamical mass.

Comparing the TFR scatters between the original and matched data sets, for both the rot-dom and disky sub-samples the TFRs of both data sets in most cases exhibit intrinsic scatters that are consistent within uncertainties. However in one case (for the rot-dom $M_{K}$ relations), somewhat surprisingly, the TFR from the matched SAMI data actually exhibits significantly lower intrinsic scatter than the corresponding TFR from the original SAMI data.

5.1.3 The effect of data quality on the TFR

Here, we examine the dominant factor(s) causing the slopes, zero-points, and scatters of the TFRs for the rot-dom and disky sub-samples to differ between the original SAMI and matched SAMI data sets.

We have so far shown that the matched SAMI relations have shallower slopes than the corresponding original SAMI relations and zero-points (for fixed slope fits) that are offset towards brighter magnitude or larger stellar mass in the ordinate (equivalent to lower velocities in the abscissa). We also found that the scatter in the matched SAMI TFRs is equivalent to, or sometimes even less than, the corresponding original SAMI relations.

To explain these differences we recall our findings from Section 5.1.1 that we are able to recover key galaxy parameters from the matched SAMI data with considerable accuracy but that, none the less, these matched SAMI measurements still suffered from small systematic biases. We also showed that the sub-sample selection criteria described in Section 4 tended to select larger, more massive, and more rapidly rotating galaxies from the matched SAMI data than the original SAMI data. However, it is not immediately clear which of these effects is most important in explaining the differences between the matched SAMI and original SAMI TFRs.

To determine whether the measurements bias or the sample bias is the dominant factor, we take the stellar mass TFRs for the rot-dom and disky sub-samples of the matched SAMI data. For each galaxy in each relation we then swap the matched SAMI values in the ordinate and abscissa for the corresponding measurements from the original SAMI data for the same galaxy. For clarity, we refer to these relations as the ‘swapped’ TFRs. We find significant differences between the slopes, zero-points, and scatters of the swapped and
Figure 6. The $M_K$ (top) and $M_*$ (bottom) TFRs for the original SAMI and matched SAMI rot-dom (left) and disky (right) sub-samples, as described in Section 4. In each panel, the dashed lines are the best fits with free slopes to each data set. The solid line is the best straight line fit to the matched SAMI data with the slope fixed to that of the best free fit slope to the corresponding original data. In all cases, the best free fit slope for the matched SAMI TFR is shallower than the best-fitting slope for the corresponding original SAMI relation. For a fixed slope, the zero-point of the TFR in each cases differs between the original SAMI and matched SAMI data, although this difference is not significant between the disky sub-samples.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Sample</th>
<th>Fit</th>
<th>Slope $M_{K, v_{2.2}=100}$</th>
<th>$\sigma_{\text{int,orth.}}$</th>
<th>$\sigma_{\text{int,orth.}}$</th>
<th>$\sigma_{\text{int,vert.}}$</th>
<th>$\sigma_{\text{tot,vert.}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMI original</td>
<td>rot-dom</td>
<td>Free</td>
<td>$-8.3 \pm 0.3$</td>
<td>$-22.26 \pm 0.07$</td>
<td>$0.134 \pm 0.006$</td>
<td>$0.139 \pm 0.007$</td>
<td>$1.13 \pm 0.06$</td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>Free</td>
<td>$-9.0 \pm 0.3$</td>
<td>$-21.71 \pm 0.05$</td>
<td>$0.063 \pm 0.004$</td>
<td>$0.066 \pm 0.005$</td>
<td>$0.57 \pm 0.04$</td>
</tr>
<tr>
<td>SAMI matched</td>
<td>rot-dom</td>
<td>Free</td>
<td>$-6.6 \pm 0.3$</td>
<td>$-22.73 \pm 0.06$</td>
<td>$0.112 \pm 0.007$</td>
<td>$0.126 \pm 0.007$</td>
<td>$0.75 \pm 0.06$</td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>Fixed</td>
<td>$-8.3$</td>
<td>$-22.74 \pm 0.08$</td>
<td>$0.125 \pm 0.008$</td>
<td>$0.136 \pm 0.001$</td>
<td>$1.05 \pm 0.07$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>$-7.5 \pm 0.5$</td>
<td>$-22.14 \pm 0.05$</td>
<td>$0.052 \pm 0.006$</td>
<td>$0.059 \pm 0.006$</td>
<td>$0.40 \pm 0.05$</td>
</tr>
<tr>
<td>KROSS</td>
<td>rot-dom</td>
<td>Free</td>
<td>$-8.3 \pm 0.9$</td>
<td>$-23.1 \pm 0.1$</td>
<td>$0.188 \pm 0.009$</td>
<td>$0.20 \pm 0.02$</td>
<td>$1.6 \pm 0.2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>$-6.6$</td>
<td>$-23.16 \pm 0.08$</td>
<td>$0.194 \pm 0.009$</td>
<td>$0.198 \pm 0.001$</td>
<td>$1.30 \pm 0.06$</td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>Fixed</td>
<td>$-11 \pm 1$</td>
<td>$-21.6 \pm 0.1$</td>
<td>$0.089 \pm 0.008$</td>
<td>$0.11 \pm 0.01$</td>
<td>$1.0 \pm 0.2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>$-7.5$</td>
<td>$-22.21 \pm 0.08$</td>
<td>$0.098 \pm 0.009$</td>
<td>$0.111 \pm 0.001$</td>
<td>$0.74 \pm 0.07$</td>
</tr>
</tbody>
</table>

It is intuitively obvious how the bias in the matched SAMI measurements can affect the changes between the slopes and zero-points of the matched SAMI TFRs and the original SAMI TFRs. It is clear that the systematic offset between the matched SAMI and original SAMI $v_{2.2}$ measurements, although small (only $18 \pm 2 \text{ km s}^{-1}$), is amplified in the log space of the TFR plane leading to a significant flattening of the resultant TFR slope as the fractional difference in $v_{2.2}$ becomes large for galaxies with low rotation ve-
SAMI relation. In its intrinsic scatter in comparison to the corresponding original MNRAS TFR between the matched SAMI and original SAMI TFRs (either this effect. For example, there is no significant zero-point offset going' the TFR towards lower velocities, corresponding to a shift in worse affected again, exacerbating the effect. This change in slope also exhibits steeper slopes and reduced scatter for the combination of two factors. First, and most importantly, the fractional we note that the matched SAMI intrinsic scatters are in every case difference in the intrinsic scatter between the matched SAMI and original SAMI TFRs. However, for the case in which the intrinsic scatter in the matched SAMI and original SAMI TFRs significantly differs, it only accounts for a maximum of 40 per cent of the difference. It is therefore possible that here we are also witnessing a more subtle impact of the degrading process used to produce the matched SAMI sample. The matching process preferentially selects larger, more massive, and faster rotating galaxies. These also tend to be the systems that most strictly obey the assumptions of the TFR (see Section 1), resulting in a matched SAMI TFR with a real reduction in its intrinsic scatter in comparison to the corresponding original SAMI relation.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Sample</th>
<th>Fit</th>
<th>Slope</th>
<th>( \log \left( \frac{M_*}{M_{\odot}} \right)_{v_2=100} )</th>
<th>( \sigma_{\text{int, orth.}} )</th>
<th>( \sigma_{\text{rot, orth.}} )</th>
<th>( \sigma_{\text{int, vert.}} )</th>
<th>( \sigma_{\text{rot, vert.}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMI original</td>
<td>rot-dom</td>
<td>Free</td>
<td>4.0 ± 0.1</td>
<td>9.66 ± 0.03</td>
<td>0.129 ± 0.006</td>
<td>0.141 ± 0.007</td>
<td>0.53 ± 0.03</td>
<td>0.58 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>Free</td>
<td>4.5 ± 0.2</td>
<td>9.37 ± 0.03</td>
<td>0.065 ± 0.006</td>
<td>0.079 ± 0.005</td>
<td>0.30 ± 0.03</td>
<td>0.36 ± 0.02</td>
</tr>
<tr>
<td>SAMI matched</td>
<td>rot-dom</td>
<td>Free</td>
<td>3.4 ± 0.2</td>
<td>9.87 ± 0.04</td>
<td>0.117 ± 0.009</td>
<td>0.141 ± 0.009</td>
<td>0.42 ± 0.04</td>
<td>0.50 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Fixed</td>
<td>4.0</td>
<td>9.88 ± 0.04</td>
<td>0.127 ± 0.009</td>
<td>0.145 ± 0.001</td>
<td>0.52 ± 0.04</td>
<td>0.591 ± 0.002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>Free</td>
<td>4.3 ± 0.4</td>
<td>9.44 ± 0.04</td>
<td>0.059 ± 0.009</td>
<td>0.078 ± 0.009</td>
<td>0.26 ± 0.05</td>
<td>0.34 ± 0.04</td>
</tr>
<tr>
<td>KROSS</td>
<td>rot-dom</td>
<td>Free</td>
<td>3.7 ± 0.3</td>
<td>9.88 ± 0.04</td>
<td>0.172 ± 0.009</td>
<td>0.19 ± 0.02</td>
<td>0.66 ± 0.07</td>
<td>0.72 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>Fixed</td>
<td>3.4</td>
<td>9.89 ± 0.04</td>
<td>0.172 ± 0.009</td>
<td>0.189 ± 0.001</td>
<td>0.61 ± 0.03</td>
<td>0.670 ± 0.002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>Free</td>
<td>5.2 ± 0.6</td>
<td>9.19 ± 0.05</td>
<td>0.075 ± 0.009</td>
<td>0.10 ± 0.01</td>
<td>0.39 ± 0.07</td>
<td>0.52 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>Fixed</td>
<td>4.3</td>
<td>9.35 ± 0.04</td>
<td>0.074 ± 0.009</td>
<td>0.100 ± 0.001</td>
<td>0.33 ± 0.04</td>
<td>0.447 ± 0.003</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Zero-point offsets between respectively the original SAMI and matched SAMI TFRs and the KROSS and matched SAMI TFRs, measured with a fixed slope at a given rotation velocity. Uncertainties are quoted at the 1σ level.

<table>
<thead>
<tr>
<th>TFR</th>
<th>Sample</th>
<th>matched-original</th>
<th>KROSS-matched</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_K )</td>
<td>rot-dom</td>
<td>−0.5 ± 0.1 mag</td>
<td>−0.4 ± 0.1 mag</td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>−0.15 ± 0.08 mag</td>
<td>−0.08 ± 0.09 mag</td>
</tr>
<tr>
<td>( M_* )</td>
<td>rot-dom</td>
<td>0.21 ± 0.06 dex</td>
<td>0.02 ± 0.06 dex</td>
</tr>
<tr>
<td></td>
<td>disky</td>
<td>0.04 ± 0.05 dex</td>
<td>−0.09 ± 0.06 dex</td>
</tr>
</tbody>
</table>

locities. As discussed in Section 5.1.1, this systematic offset is driven mainly by those galaxies with original SAMI measurement of \( v_2 \) \( \leq 100 \text{ km s}^{-1} \), meaning galaxies with lower velocities are worse affected again, exacerbating the effect. This change in slope also drives a corresponding offset in the TFR zero-point, ‘dragging’ the TFR towards lower velocities, corresponding to a shift in zero-point toward higher stellar mass, or brighter magnitudes.

Reassuringly, the sub-sample selection criteria can help alleviate this effect. For example, there is no significant zero-point offset between the matched SAMI and original SAMI TFRs (either \( M_* \) or \( M_K \)) for the disky sub-samples. However, as is shown in Fig. 5 and discussed in Section 5.1.1, the corresponding cost is an increasingly biased sample that is correspondingly reduced in size.

Finally, the matched SAMI measurements lead to TFRs with intrinsic scatters that are in most cases consistent within uncertainties with those of the corresponding original SAMI relation. However, we note that the matched SAMI intrinsic scatters are in every case formally lower (and in one case significantly lower) than those of the original SAMI TFRs. To understand this, we consider a combination of two factors. First, and most importantly, the fractional uncertainty in the matched SAMI \( v_{22} \) measurements is, on (median) average, inflated by a factor of 3 ± 2 compared to the original SAMI measurements. This alone, in the majority of cases, accounts for the difference in the intrinsic scatter between the matched SAMI and original SAMI TFRs. However, for the case in which the intrinsic scatter in the matched SAMI and original SAMI TFRs significantly differs, it only accounts for a maximum of 40 per cent of the difference. It is therefore possible that here we are also witnessing a more subtle impact of the degrading process used to produce the matched SAMI sample. The matching process preferentially selects larger, more massive, and faster rotating galaxies. These also tend to be the systems that most strictly obey the assumptions of the TFR (see Section 1), resulting in a matched SAMI TFR with a real reduction in its intrinsic scatter in comparison to the corresponding original SAMI relation.

To make a fair comparison between the KROSS \( z \approx 1 \) TFRs and the SAMI \( z \approx 0 \) TFRs, we now proceed to compare only the matched SAMI relations to the KROSS relations, that should be equally biased in their galaxy measurements and sample selection, and do not discuss further the original SAMI relations.

5.2 KROSS versus matched SAMI TFRs

Fig. 7 shows the \( M_K \) and \( M_* \) TFRs of the matched SAMI and KROSS rot-dom and disky sub-samples. The corresponding best-fitting parameters (with free slopes) are listed in Tables 3 and 4, along with the parameters of the best fits to the KROSS TFRs when the slope is fixed to that of the corresponding matched SAMI relation.

We note here that whether we consider either the \( M_* \) or \( M_K \) TFRs, we observe similar trends in the slope and scatter between the rot-dom and disky relations for either the matched SAMI or KROSS data sets. As for the SAMI TFRs, we find the KROSS TFRs to exhibit steeper slopes and reduced scatter for the disky sub-sample in comparison to the corresponding relations for the rot-dom sub-samples. We now discuss in further detail the differences in the TFRs between the KROSS and matched SAMI data sets.

First, considering the scatter of the matched SAMI and KROSS TFRs, the KROSS relations exhibit larger total and intrinsic scatters (in the ordinate and orthogonal to the best-fitting line) in comparison to the corresponding matched SAMI relations in every case. Since every effort has been taken to match the data quality, analysis methods, and sample selection, this suggests that the KROSS TFRs exhibit intrinsically larger scatter than the corresponding matched SAMI relations.

Considering the slopes of the matched SAMI and KROSS TFRs, the KROSS relations for both the rot-dom and the disky sub-samples are, in each case, steeper than the corresponding matched SAMI relations. The steeper slopes of the KROSS TFRs, which are not well fit to either the matched SAMI or KROSS TFRs when the slope is fixed to that of the corresponding matched SAMI relation.
KROSS–SAMI: the TFR since $z \approx 1$

Figure 7. The $M_K$ (top) and $M_*$ (bottom) TFRs of the matched SAMI and KROSS rot-dom (left) and disky (right) sub-samples, as described in Section 4. The dashed lines are the best fits with free slopes to each data set. The solid line in each panel is the best fit the KROSS TFR with the slope fixed to that of the best (free) fit to the corresponding matched SAMI TFR. There is no significant offset between the matched SAMI and KROSS $M_K$ or $M_*$ TFRs zero-points for the disky sub-samples that comprise disc-like galaxies that obey well the assumption of circular motion inherent in the TFR.

Due to the potential for systematic effects in the measured TFR slopes, to measure the offset between the zero-points of the matched SAMI and KROSS TFRs, we fix the slopes of the KROSS relations to those of the corresponding matched SAMI relations. The resulting KROSS-matched SAMI zero-point offsets are listed in Table 5. The $M_K$ TFR zero-point for the KROSS rot-dom galaxies is $0.4 \pm 0.1$ mag brighter than the zero-point for the corresponding matched SAMI relation. However, there is no significant zero-point offset ($\sim 0.08 \pm 0.09$ mag) when considering the disky sub-samples instead. The KROSS and matched SAMI $M_*$ TFRs zero-points are consistent within uncertainties when comparing either the rot-dom or the disky sub-samples.

6 DISCUSSION

In this section, we summarize and discuss our results in the context of previous studies in the literature and theoretical expectations for the redshift evolution of the TFR. We also discuss their importance in the physical context of galaxy evolution over the last $\approx 8$ Gyr.

6.1 Data quality, sample selection, and measurement effects

The comparisons of the original SAMI and matched SAMI data sets presented in Section 5.1 constitute a direct measure of the observational biases that IFS studies of $z \approx 1$ galaxies must account for. We find the matched SAMI sub-samples to be biased against those systems that are more compact, less massive, and that more slowly rotate compared to the original SAMI sub-samples constructed using the same selection criteria. Further, we find that, after the application of a correction factor to account for the increased beam smearing in the matched SAMI cubes, we are able to recover measurements of the intrinsic rotation velocity and velocity dispersion with considerable accuracy. However, on average, the matched SAMI measurements remain slightly biased respectively low and high in comparison to measurements of the same galaxies from the corresponding original SAMI cubes.

Importantly, we find that a small systematic difference between the matched SAMI and original SAMI measurements of $v_{2.2}$ is amplified in the log space of the TFR plane, leading to significant differences between the slopes and zero-points of the matched SAMI TFRs and those of the corresponding original SAMI relations. Most of the difference between the intrinsic scatters of the matched SAMI and original SAMI TFRs can be attributed to an inflation of the fractional uncertainty in measurements of $v_{2.2}$ from the former as compared to the latter. We found that the application of the disky selection criteria helped to reduce differences between the TFRs for the two data sets, but at the expense of smaller and more biased galaxy sub-samples.
That TFRs constructed with identical selection criteria differ as the result of data quality alone is important. Accurately determining the intrinsic slope, zero-point, and scatter in the TFRs at $z \approx 1$ and 0 is a vital step in understanding any difference between the relations at the two epochs (and thus the physical processes driving galaxy evolution over this period). In this work, even if we cannot absolutely remove all potential biases from our measures of the relations at each redshift, we can at least be sure that our careful matching of data quality, analysis methods, and sample selection allows an accurate measure of the relative differences between the two. Worryingly, we find that the differences between the original SAMI and matched SAMI TFRs are, in all cases, as large (within uncertainties) or larger than the differences between the KROSS and matched SAMI TFRs. This has potentially wide ranging implications for our interpretation of previous reports of evolution in the TFR as a function of redshift (including those of Tiley et al. 2016a). Future IFS studies that wish to directly compare the TFRs of galaxies at different epochs therefore must nullify the potential difference in biases between observations at each redshift, either by similarly matching the data quality, analysis methods, and sample selection as we have done in this work or otherwise.

Whilst we have quantified the effects of matching $z \approx 0$ IFS data to the quality of typical (KROSS) $z \approx 1$ observations, we must bear in mind that this is not the same as asking what one might observe were the $z \approx 0$ galaxy population to be figuratively placed at $z \approx 1$ and observed in the same manner as the actual galaxy population at that epoch. Since only the less common systems at $z \approx 0$ have star formation rates comparable to typical $z \approx 1$ galaxies, and given the sensitivity limits of current detectors and with similar exposure times as KROSS, we would detect very few $z \approx 0$ star-forming galaxies were they observed with current telescopes over the same distances as we observe $z \approx 1$ galaxies. Only the brightest, most prolifically star-forming $z \approx 0$ systems would be observed. Comparing these systems to typical $z \approx 1$ star-forming galaxies asks a very different question than comparing ‘main-sequence’ star-forming galaxies at each epoch as in the current work. Moreover, such a comparison would require very large numbers of IFS observations of $z \approx 0$ galaxies, to then select a sub-sample of comparable size to KROSS. So, whilst both are worthwhile comparisons, we have concentrated on the latter here, as this is what the current $z \approx 0$ IFS surveys are most appropriate for (but see Green et al. 2014; Fisher et al. 2016).

6.2 The Tully–Fisher relation at $z \approx 1$ and 0

In this sub-section, we discuss the differences between the KROSS TFRs at $z \approx 1$ and the corresponding matched SAMI relations at $z \approx 0$.

6.2.1 Scatter

After accounting for the ratio of rotation velocity-to-velocity dispersion that is evidently a large source of scatter in the TFRs of both data sets (i.e. considering only the disk-like subsamples), the KROSS TFRs still display larger intrinsic scatter than the corresponding matched SAMI relations. We note also that the TFRs residuals (i.e. the perpendicular distance from the best-fitting line of the galaxies in the TFR plane) for both the matched SAMI and KROSS disk-like sub-samples do not strongly correlate with any of the key galaxy properties we measure in this work. We do find a moderate correlation (a correlation coefficient of $r \approx 0.5$) between the matched SAMI disk TFR residuals and $v_{2,5}/\sigma$ of the galaxies, however this correlation is weak for the KROSS disk-like galaxies ($r = 0.2$). This therefore implies a larger intrinsic variation in $\Sigma(M/L)$ across the KROSS galaxies at $z \approx 1$ than the matched SAMI galaxies at $z \approx 0$. This most simply supports a secular evolution scenario of mass assembly at $z \approx 1$, with in situ gas accretion (and perhaps minor mergers, e.g. McLure et al. 2013) and star formation in galaxies that allows for variation in the $M/L$ ratio between systems. If major mergers played a dominant role in stellar mass assembly at this epoch, one might instead expect minimal variation in the $M/L$ across the galaxy population as hierarchical assembly maintained this ratio. Of course this assumption ignores any sharp increases in star formation rates as a result of the mergers themselves (e.g. Joseph et al. 1984; Hernquist 1989; Barnes & Hernquist 1991; Teyssier, Chapon & Bournaud 2010), and that the surface mass density may also change via the same process. There is also the possibility for secular changes to the surface mass density such as bulge formation (e.g. Kormendy & Kennicutt 2004).

6.2.2 Zero-point

A careful and homogeneous comparison between the $z \approx 1$ and 0 TFRs in this work reveals that the KROSS TFRs in general have steeper best-fitting slopes than those of the corresponding matched SAMI relations. However, given that the KROSS relations exhibit large scatter, and are not well constrained at low stellar mass and rotation velocity, it is likely that the intrinsic slope of the $M_*$ TFR for star-forming galaxies at $z \approx 1$ is poorly constrained by the KROSS sample. We therefore avoid any physical interpretation of the difference in slopes between the KROSS and matched SAMI relations, preferring instead to perform fixed slope fits to the KROSS relations (where the slope is fixed to that of the corresponding matched SAMI relation in each case).

6.2.3 Zero-point

Since the comparison of the SAMI and KROSS TFR zero-points of the rot-dom sub-samples is clearly affected by increased scatter in the abscissas of the relations (as a result of the inclusion of galaxies with velocity dispersions comparable to their rotation velocities), in the remainder of this section we safely favour the comparison between the matched SAMI and KROSS TFRs of the disk-like sub-samples and concentrate on these measurements in our discussion. As discussed in Section 4.3, for these systems the rotation velocity term in the collisionless Boltzmann equation should dominate, accounting for $>90$ per cent of their dynamical mass under reasonable assumptions. In other words, they obey well the assumption of circular motion inherent in the derivation of the TFR. In Appendix B, however, we explore how the TFR zero-point offset (in both stellar mass and velocity) between $z \approx 1$ and 0 differs for each possible comparison between the rot-dom and disk-like sub-samples of the matched SAMI and KROSS $M_*$ relations. There we demonstrate that the size (and sign) of the TFR zero-point offset between the KROSS TFR at $z \approx 1$ and the matched SAMI TFR at $z \approx 0$ depends strongly on the difference in average $v_{2,5}/\sigma$ and stellar mass between the samples used to construct the relation at each epoch i.e. the larger the average stellar mass and $v_{2,5}/\sigma$ of the $z \approx 1$ sub-sample (the more disc-like the sub-sample is) in comparison to the $z \approx 0$ sub-sample, the more negative (with respect to $z \approx 0$) the stellar mass TFR zero-point and the more positive the TFR zero-point offset in velocity (see also Turner et al. 2017). In other words,
perhaps unsurprisingly, the measured TFR evolution changes as a function of which types of galaxies you compare between epochs. Appendix B therefore underlines the importance of controlling for (or at least awareness of) sample selection when comparing TFRs in order to avoid inadvertently biasing the physical interpretation of any measured differences between the relations.

Considering only disky galaxies, we find no significant difference between the zero-points of the \( M_\kappa \) or \( M_* \) TFRs between the two epochs (at fixed slope), implying both relations are in place by \( z \approx 1 \) for the most rotation-dominated, star-forming systems. This is in agreement with the results of Miller et al. (2011, 2012) but in disagreement with other IFs studies of the TFR at similar redshifts that do measure a significant negative offset of the \( M_* \) TFR zero-point with respect to \( z \approx 0 \) (e.g. Puech et al. 2008). Most importantly, our result disagrees even with other KMOS TFR studies of star-forming galaxies at the same redshift including these authors’ previous work (Tiley et al. 2016a) as well as the work of Übler et al. (2017), both of which report a large negative offset in the \( M_* \) TFR zero-point at \( z \approx 1 \) with respect to \( z \approx 0 \).

The difference between this work and that of Tiley et al. (2016a) is driven by a combination of factors. First, different \( z \approx 0 \) TFR baselines are used for comparison in each work. Secondly, a different measure of velocity is used in this work (\( v_{\text{peak}} \)) compared to the previous work (\( V_80 \) in Tiley et al. 2016a). Lastly, different sample selection criteria are applied in each study – in particular this work employs a ‘soft’ cut (i.e. incorporating uncertainty) in the galaxy rotation-to-dispersion ratio, whilst in Tiley et al. (2016a) a ‘hard’ cut is applied. The last two factors have the dominant effect. Correcting for them reduces the difference in TFR zero-point offset to within twice its standard error making it statistically insignificant.

Übler et al. (2017) also use a different \( z \approx 0 \) comparison relation, a measure of rotation velocity (the peak rotation velocity) different to \( v_{\text{peak}} \), and employ a hard cut in galaxy rotation-to-dispersion ratio during their sample selection. Their measured TFR zero-point evolution also agrees with that of Tiley et al. (2016a). As such we invoke a similar explanation for the difference between their result and ours in the current work. We further note that such issues (i.e. differences in sample selection criteria and the definitions of variables) also entirely explain the discrepancy between the reported zero-point offset between the TFRs at \( z \approx 1 \) and at 0 in Turner et al. (2017), and that reported in this work – both of which use KROSS data to construct the \( z \approx 1 \) relation. After accounting for each, the two studies are in good agreement. Such discrepancies clearly highlight the importance of matched sample selection criteria and uniformly defined variables, applied across each epoch under consideration, in comparing the difference between TFRs.

In Fig. 8, we set our measure of the \( M_* \) TFR zero-point offset between the KROSS and matched SAMI disky sub-samples in context by comparing it with the TFR zero-point evolution of star-forming (\( >1\, \text{M}_{\odot} \, \text{yr}^{-1} \)) galaxies from the Evolution and Assembly of GaLaxies and their Environments (EAGLE) simulation (Schaye et al. 2015; Crain et al. 2015; McAlpine et al. 2015). To calculate this, we first found the best fit to the TFR of \( z = 0 \) star-forming EAGLE galaxies and then the best fit to the TFRs in successively higher redshift slices (\( z = 0, 0.5, 0.87, 1.0, 1.5, 2, \) and 3), with the slope fixed to that of the \( z = 0 \) relation. We also include the predicted zero-point evolution from Dutton et al. (2011), based on \( N \)-body simulations of baryonic discs growing in dark matter haloes over time. The stellar mass TFR zero-point evolution seen for the model EAGLE galaxies in the period \( 0.3 \lesssim z \lesssim 1.4 \) is stronger than that predicted from the semi-analytic modelling of Dutton et al. (2011). Fig. 8, shows that our measurement of the TFR zero-point evolution for disc-like, star-forming galaxies between \( z \approx 1 \) and 0 agrees well with the predictions of Dutton et al. (2011). However, accounting for uncertainties, the same measurement does not significantly deviate from the zero-point evolution seen for the model EAGLE galaxies (an offset of \(-0.23 \) dex at \( z = 0.87 \) with respect to \( z = 0 \)). We therefore avoid any further detailed interpretation of Fig. 8 since we are not able to safely discard either model with certainty. Rather we highlight that whilst we measure only a small offset in the TFR zero-point between \( z \approx 1 \) and 0 (consistent with zero), this is in line with theoretical expectations from both semi-analytical modelling, and a full hydrodynamical \( \Lambda \) cold dark matter cosmological simulation.

That neither the \( M_* \) nor \( M_\kappa \) TFR zero-point for disky galaxies significantly evolves between \( z \approx 1 \) and 0, combined with the fact that the disky KROSS and matched SAMI galaxies occupy a similar region in the \( r_c-M_* \) plane (Fig. 3), implies that within uncertainties disc-like, star-forming galaxies at \( z \approx 1 \) have equal amounts of stellar mass, and emit similar amounts of K-band light, per total mass as those at \( z \approx 0 \). Formally, assuming a constant surface mass density, our measurement of the \( M_* \) TFR zero-point offset formally implies a remarkably modest increase (a factor \( 1.23^{+0.18}_{-0.16} \)) of the stellar mass-to-total mass ratio of disc-like, star-forming galaxies since \( z \approx 1 \). Combined with the measured offset between the \( M_\kappa \) TFR zero-points for the same galaxies, this implies an increase by a factor \( 1.48^{+0.61}_{-0.43} \) of the K-band stellar mass-to-light ratio over the same period. In other words, at fixed velocity (which here we may tentatively view as a proxy for total mass), there is a formal but

\[ \frac{M_*}{M_{\text{tot}}} \approx \frac{M_\kappa}{M_{\text{tot}}} \]

\[ \approx 1 \]
significant increase in the amount of stellar mass within disc-like, star-forming galaxies between $z \approx 1$ and 0 and a slight reduction in how luminous that stellar mass is in the $K$ band over the same period.

The total stellar mass of the KROSS galaxies is toward the upper end of the range for late-type galaxies at $z \approx 0$, primarily the result of an absolute magnitude cut in the KROSS target selection skewing the KROSS sample towards the brighter, more massive star-forming systems at $z \approx 1$. Thus, that we measure no significant offset between the $M_*$, TFR zero-points for the KROSS and matched SAMI *disky* galaxies naively implies that stellar mass assembly is nearly complete by $z \approx 1$ in at least the most massive disc-like star-forming galaxies at this epoch. However, this overly simplistic conclusion must be reconciled with the large gas fractions of KROSS galaxies ($35 \pm 7$ per cent gas to baryonic mass fraction, Stott et al. 2016, that accounts for a maximum 0.24 dex offset in stellar mass – see also Wuyts et al. 2016 for an independent measure of baryonic fractions of star-forming galaxies at $z \gtrsim 1$), their short gas depletion times and the evidence for further accretion of large amounts of gas on to galaxies since then – previous studies observe high specific baryonic accretion rates at $z \approx 1$ ($\approx 0.6$–0.8 Gyr$^{-1}$) for galaxies of moderate stellar mass ($\log (M_*/M_\odot) = 9.3$–10.7), that decline (to $\approx 0.1$–0.2 Gyr$^{-1}$) to the present day (Elbaz et al. 2007; Salim et al. 2007; Dutton, van den Bosch & Dekel 2010). These imply that significant stellar mass growth must have taken place since $z \approx 1$. Of course, one might worry whether the *disky* sub-sample for the KROSS galaxies is representative of the star-forming population as a whole at $z \approx 1$ in terms of its average specific star formation rate. However, we find that, although formally lower, the median specific star formation rate of the *disky* KROSS sample ($\log (sSFR_{\text{med}}) = -9.3 \pm 0.3$) is consistent, within uncertainties, with those of the parent and *rot-dom* KROSS galaxies ($\log (sSFR_{\text{med}}) = -9.1 \pm 0.3$, for each respectively).

These apparently contradictory conclusions then seemingly require that dark and stellar mass growth have been intimately linked from the epoch of peak star formation to the present day, with matched levels of accretion of both dark and baryonic matter, subsequent star formation being fuelled by the latter. In this manner, galaxies would only evolve *along* the TFR over this period, and not parallel to it. This is more easily understood if we also bear in mind that we are not ‘following’ a single population of star-forming galaxies and charting their evolution since $z \approx 1$ but rather comparing ‘snapshots’ of galaxies at different epochs. At both epochs, we have directly selected for galaxies that are star forming at rates typical for the epoch at which they reside. In a secular evolution scenario, such star-forming galaxies have the ability to maintain their stellar mass-to-total mass ratios by continually building stellar mass to match the rate at which they accrete dark mass. At such a point that a star-forming galaxy is quenched but continues to accrete dark mass, its stellar mass-to-total mass ratio will of course begin to decrease and it will move off the TFR. However, that same galaxy should then also drop out of our analysis. Nevertheless, it is remarkable that the stellar mass-to-total mass ratio of star-forming galaxies compared between epochs $\approx 8$ Gyr apart do not significantly differ; in a secular evolution scenario this suggests that the star formation rates of typical star-forming galaxies at a given epoch are tightly linked to their mass accretion rates and therefore that star formation efficiency is likely a function of galaxy mass.

Previous studies, complimentary to the TFR, also support such a view. For example, Hudson et al. (2015) use weak-lensing measurements to show that the stellar-to-halo mass ratio of galaxies evolves between $z \approx 0.7$ and 0.3 but that the evolutionary trends are dominated by red galaxies. Contrarily, the stellar-to-halo mass ratio of blue (i.e. star-forming) galaxies over this period can be described by a power law with no redshift evolution. This too suggests that star-forming galaxies form stars over this period at such a rate as to balance the rate at which they accrete dark matter. Galaxy formation modelling can also lend plausibility to such a scenario. For example, Mitchell et al. (2016) show that the semi-analytic galaxy formation model GALFORM predicts that the stellar mass–halo mass relation for star-forming galaxies evolves very little between $z \approx 2$ and 0 as most star-forming galaxies only evolve *along* the relation with corresponding mass evolution in their star formation efficiency.

Of course, a lack of very strong evolution of the TFR zero-point may instead simply support the hypothesis that disc-like galaxies have formed in a predominantly hierarchical manner since $z \approx 1$, maintaining an approximately constant dynamical (total) mass-to-light ratio as they grow. However, this hierarchical scenario is more difficult to reconcile with the evidence discussed above for large gas fractions, short depletion timescales, and high baryonic accretion rates for star-forming galaxies in the past.

7 CONCLUSIONS

We have presented a detailed comparison of the $M_*$ and $M_*$ TFRs at $z \approx 1$ and 0, derived using IFS observations of Hα emission from respectively $z \approx 1$ star-forming galaxies from KROSS (Stott et al. 2016; Harrison et al. 2017) and local galaxies from the SAMI Galaxy Survey (Croom et al. 2012; Bryant et al. 2015). To minimize potentially different biases in the relations resulting from differing data quality and analysis methods, we matched the spectral and spatial resolutions, sampling and Hα S/Ns of the SAMI data to those typical of KROSS observations.

We compared the TFRs derived from the pre- and post-matched SAMI data for carefully selected sub-samples of galaxies with associated $v_{2D}, M_*$, and $M_*$ measurements reliable enough for inclusion in our TFR analysis and ratios of rotation-to-velocity greater than unity ($v_{2D}/\sigma + \Delta v_{2D}/\sigma > 1$), and referred to as the *rot-dom* sub-samples. We defined a further *disky* sub-sample for each data set, containing those galaxies of the *rot-dom* sub-sample that have an even higher ratio of rotation velocity to velocity dispersion, and with observed velocity maps that were well enough fit by a two-dimensional exponential disc model to suggest they are disc-like ($v_{2D}/\sigma + \Delta v_{2D}/\sigma > 3; R^2 > 80$ per cent).

In this work we found that:

(i) Degraging the SAMI data quality so that it matched that of typical KROSS observations did not grossly affect our ability to recover key galaxy parameters (rotation velocity $v_{2D}\sin i$, intrinsic velocity dispersion $\sigma$, and stellar mass $M_*$); after the application of a correction factor (Johnson et al. 2018) designed to account for the effects of beam smearing (as also applied to the KROSS galaxies), the matching process only tended to slightly bias measurements of galaxies’ intrinsic rotation velocity and intrinsic velocity dispersion to respectively lower and higher values.

(ii) Nevertheless we found that, although small, those biases in the matched SAMI measurements – in particular the measurement of $v_{2D}$ – are amplified in the log space of the TFR plane, leading to significant differences between the slopes and zero-points of the TFRs constructed using the original SAMI and matched SAMI data. The inferred intrinsic scatter was also lower than expected in the matched SAMI relations as a result of inflated fractional uncertainties in the measurements of $v_{2D}$ from that data set. Most concerningly, we found that the differences between the matched
SAMI and original SAMI relations are, in every case, as large or larger than the effect we are most interested in measuring i.e. the intrinsic differences between the $z \approx 1$ and 0 TFRs. We did find that the application of our strict disky selection criteria helped alleviate these differences, but at the cost of smaller and more biased galaxy sub-samples.

(iii) For a fairer measure of the differences between the $z \approx 1$ and 0 TFRs, we compared the KROSS $z \approx 1$ relations to those constructed from the matched SAMI data at $z \approx 0$, that are each equally biased in their measurements and sample selection. We found that the slope of the TFR is, in general, apparently higher at $z \approx 1$ in comparison to $z \approx 0$. However, we avoided any physical interpretation of this result given that the KROSS TFRs exhibit large scatter and their slopes are therefore unlikely to accurately reflect the intrinsic slope of the TFR at $z \approx 1$.

(iv) The intrinsic scatter of the $z \approx 1$ TFRs is, in all cases, larger than that of the corresponding $z \approx 0$ relations. Since every effort was made to control for systematic biases in our comparison, this suggests a real reduction in the scatter of the TFR between $z \approx 1$ and 0.

(v) At fixed slope, for disc-like, star-forming galaxies (i.e. for the disky sub-samples), there is no significant evolution in either the $M_K$ or $M_*$ TFR zero-point between $z \approx 1$ and 0. The non-evolution of the $M_*$ TFR zero-point is consistent, within uncertainties, with both the prediction from the semi-analytical modelling of Dutton et al. 2011, as well as the zero-point evolution for star-forming model galaxies in EAGLE over the same redshift range. Assuming constant surface mass density, our results imply that the stellar mass-to-total mass ratio of the rotation-dominated, disc-like star-forming galaxy population has only modestly increased (by a factor of 1.23$^{+0.12}_{-0.10}$) over the last $\approx 8$ Gyr, with a corresponding, and more uncertain, increase in the $K$-band stellar mass-to-light ratio (by a factor of 1.48$^{+0.61}_{-0.43}$).

Our results highlight how observational data quality can strongly bias the slope, scatter, and zero-point of the TFR. Whilst these differences may be somewhat alleviated with the application of strict selection criteria, this comes at the cost of a smaller and more biased sample. Given that there are distinct differences in data quality between IFS observations at intermediate redshifts ($1 \lesssim z \lesssim 3$) and those conducted in the local Universe ($z \approx 0$), this work therefore underlines the requirement to first account for these differences (as well as differences in measurement definitions and selection criteria) before being able to reliably measure differences in the TFR between epochs. Indeed, that the measured TFR changes as much as a function of data quality than as a function of redshift should serve as a reminder of the dangers of directly comparing heterogeneous data sets, and is particularly relevant for future studies that aim to measure the evolution of galaxy scaling relations as a function of redshift.

After matching these biases between our $z \approx 1$ and 0 samples, one main conclusion may be drawn from our results. Given the large rates of star formation and the high gas fractions of $z \approx 1$ (KROSS) galaxies (and thus their short gas depletion times), at least moderate amounts of stellar mass growth must have occurred in galaxies since $z \approx 1$. Therefore, that the stellar mass TFR for disc-like, star-forming galaxies has apparently not evolved since $z \approx 1$ (and that these systems do not have significantly reduced specific star formation rates in comparison to the larger KROSS sample of star-forming galaxies at the same redshift) suggests that the stellar mass growth of such galaxies must be closely matched with an equal amount of growth in dark matter over the $\approx 8$ Gyr between $z \approx 1$ and 0. This must be reconciled not only with the expectation that these galaxies will convert their already-present gas reservoirs to stars during this time but also that these reservoirs should be continually replenished via further baryonic accretion over the same period (albeit at a decreasing rate with decreasing redshift). Therefore, any accretion of gas on to these galaxies (and its subsequent conversion to stars) since $z \approx 1$ must be closely matched with similar levels of dark matter accretion to keep the stellar mass-to-total mass ratio constant and equal to that of $z \approx 0$ galaxies.

The conclusion drawn here is based on ‘snapshots’ of the TFR for star-forming galaxies at only two epochs in the history of the Universe. We cannot rule out the possibility that the mass-to-light and stellar mass-to-total mass ratios of star-forming galaxies have varied more chaotically during the intervening period since $z \approx 1$. Whilst other studies from the literature do not seem to support such a scenario, we must take caution in drawing overarching conclusions from multiple studies with heterogeneous analyses. Thus, given that we know stark changes in the properties of galaxies must have occurred in the $\approx 8$ Gyr since $z \approx 1$, we can gain further insights by extending our carefully matched comparisons of the $z \approx 1$ and 0 TFRs to other redshifts. Programmes analogous to KROSS and SAMI to observe similar samples of galaxies at $z \approx 0.4$ and 1.5 with KMOS are already complete. The analysis of galaxies at each of these epochs will be the subject of future work.
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APPENDIX A: TABLE OF VALUES

Table A1 presents examples of the derived values from the KROSS, original SAMI, and matched SAMI rot-dom and disky galaxy subsamples, that were used to construct the TFRs in Figs 6 and 7. Upon publication this table will be available in full, in machine readable format, at http://astro.dur.ac.uk/KROSS/data.html. As stated in the main text, the KROSS measurements of $v_{2.2}$ (and $\sigma$) are taken directly from Harrison et al. (2017).

<table>
<thead>
<tr>
<th>Survey ID</th>
<th>ID</th>
<th>disky flag</th>
<th>log($v_{2.2}$/km s$^{-1}$)</th>
<th>log($M_\star$/M$_\odot$)</th>
<th>$M_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMI (original)</td>
<td>8353</td>
<td>0</td>
<td>$1.79 \pm 0.01$</td>
<td>$9.0 \pm 0.2$</td>
<td>$-21.19 \pm 0.09$</td>
</tr>
<tr>
<td>SAMI (original)</td>
<td>16026</td>
<td>1</td>
<td>$2.237 \pm 0.009$</td>
<td>$10.0 \pm 0.2$</td>
<td>$-23.438 \pm 0.009$</td>
</tr>
<tr>
<td>SAMI (matched)</td>
<td>22633</td>
<td>0</td>
<td>$1.68 \pm 0.04$</td>
<td>$9.8 \pm 0.2$</td>
<td>$-23.2 \pm 0.1$</td>
</tr>
<tr>
<td>SAMI (matched)</td>
<td>16026</td>
<td>1</td>
<td>$2.13 \pm 0.02$</td>
<td>$10.0 \pm 0.2$</td>
<td>$-23.438 \pm 0.009$</td>
</tr>
<tr>
<td>KROSS</td>
<td>15</td>
<td>0</td>
<td>$1.58 \pm 0.04$</td>
<td>$9.4 \pm 0.2$</td>
<td>$-22.04 \pm 0.08$</td>
</tr>
<tr>
<td>KROSS</td>
<td>20</td>
<td>1</td>
<td>$2.19 \pm 0.03$</td>
<td>$9.6 \pm 0.2$</td>
<td>$-23.15 \pm 0.02$</td>
</tr>
</tbody>
</table>

APPENDIX B: TFR ZERO-POINT VERSUS SAMPLE SELECTION

In this work, we stress the importance of matching the selection criteria of different sub-samples before drawing comparisons between the TFRs constructed from each. In Fig. B1, we show how the stellar mass TFR zero-point offset (both in stellar mass itself, and in rotation velocity) between the KROSS TFR at $z \approx 1$ and the matched SAMI TFR at $z \approx 0$ varies as a function of the sample selection criteria applied to each data set. It shows large differences in the magnitude and sign of the zero-point offsets depending on whether the sub-samples compared are selected with matched or differing criteria. The former results in modest offsets in zero-point with comparatively similar sizes, whether we compare the rot-dom or disky sub-samples. The latter results in (comparatively) much larger zero-point offsets that differ in sign depending on whether we compare disky galaxies at $z \approx 1$ to rot-dom galaxies at $z \approx 0$, or vice versa.

The trend in Fig. B1 reflects the underlying difference (or similarity) in the average $v_{2.2}/\sigma$ and $M_\star$ between sub-samples i.e. the TFR zero-point offsets correlate with both the difference in stellar mass and the difference in $v_{2.2}/\sigma$ between the sub-samples considered.
The stellar mass and velocity ($v_{2.2}$) TFR zero-point offsets for each possible comparison between the KROSS and matched SAMI relations. For each KROSS sub-sample (rot-dom and disky), we compare the TFR zero-point to that of the TFR for each of the matched SAMI sub-samples (rot-dom and disky). In each case, we fix the slope to that of the best free fit to whichever SAMI relation is considered. For each comparison between TFRs, we calculate the difference between the best-fitting stellar mass zero-point to each relation. We convert this to a corresponding offset in the abscissa (i.e. the change in $v_{2.2}$ by multiplication with a scaling factor $-1/m$, where $m$ is the (fixed) slope of the relation). Each point (corresponding to each comparison) is colour coded by the difference in the median $v_{2.2}$ between the samples ($\Delta_{\text{diff}}v_{2.2}/\sigma$). Similarly, the size of each point corresponds to the difference in the median stellar mass between the samples ($\Delta_{\text{diff}}M_*$, with the smallest point representing $\Delta_{\text{diff}}M_* = -0.25$ dex, and the largest $\Delta_{\text{diff}}M_* = 0.26$ dex). The zero-point offsets correlate with both $\Delta_{\text{diff}}M_*$ and $\Delta_{\text{diff}}v_{2.2}/\sigma$, with the largest positive values of both corresponding to respectively the largest, most negative stellar mass TFR zero-point offsets and the largest, most positive $v_{2.2}$ TFR zero-point offsets.

Fig. B1 therefore confirms the importance of matched selection criteria for a true measure of the evolution in the TFR zero-point as a function of redshift and also highlights the danger of simply comparing TFRs constructed at higher redshifts to previously established comparison relations in the literature constructed at $z \approx 0$. This paper has been typeset from a TeX/LaTeX file prepared by the author.